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About this book

This is an introductory textbook on phonologi-
cal analysis, and does not assume any prior expo-
sure to phonological concepts. The core of the
book is intended to be used in a first course in
phonology, and the chapters which focus specif-
ically on analysis can easily be covered during a
ten-week quarter. Insofar as it is a textbook in
phonology, it is not a textbook in phonetics
(though it does include the minimum coverage
of phonetics required to do basic phonology),
and if used in a combined phonetics and phonol-
ogy course, a supplement to cover more details
of acoustics, anatomy and articulation should be
sought: Ladefoged 2001a would be an appropri-
ate phonetics companion in such a course.

The main emphasis of this book is developing
the foundational skills needed to analyze
phonological data, especially systems of phono-
logical alternations. For this reason, there is sig-

nificantly less emphasis on presenting the vari-
ous theoretical positions which phonologists
have taken over the years. Theory cannot be
entirely avoided, indeed it is impossible to state
generalizations about a particular language
without a theory which gives you a basis for
postulating general rules. The very question of
what the raw data are must be interpreted in
the context of a theory, thus analysis needs the-
ory. Equally, theories are formal models which
impose structure on data - theories are theories
about data - so theories need data, hence analy-
sis. The theoretical issues that are discussed
herein are chosen because they represent issues
which have come up many times in phonology,
because they are fundamental issues, and espe-
cially because they allow exploration of the
deeper philosophical issues involved in theory
construction and testing.
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The languages which provided data for this
book are listed below. The name of the language
is given, followed by the genetic affiliation and
location of the language, finally the source of
the data (“FN” indicates that the data come
from my own field notes). Genetic affiliation
typically gives the lowest level of the language
tree which is likely to be widely known, so
Bantu languages will be cited as “Bantu,” and
Tiv will be cited as “Benue-Congo,” even though
“Bantu” is a part of Benue-Congo and “Tiv” is a
specific language in the Tivoid group of the
Southern languages in Bantoid. Locations will
generally list one country but sometimes more;
since language boundaries rarely respect
national boundaries, it is to be understood that
the listed country (or countries) is the primary
location where the language is spoken, espe-
cially the particular dialect used; or this may be
the country the language historically originates
from (the Yiddish-speaking population of the
US appears to be larger than that of any one
country in Eastern Europe, due to recent popu-
lation movements).
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CHAPTER

1 Whatis

phonology?

\

KEY TERMS This chapter introduces phonol?gy,- th(? stu.dy of the sound
systems of language. Its key objective is to:

sound + introduce the notion of phonological rule
symbol + explain the nature of sound as a physical phenomenon
transcription ¢ highlight the tradeoff between accuracy and usefulness
grammar in representing sound
continuous ¢ distinguish between phonetics and phonology

nature of ¢ contrast the continuous and discrete aspects of linguistic

speech sounds
1 H u e "
accuracy ¢ introduce the notion of “sound as cognitive symbol

/




INTRODUCING PHONOLOGY

Phonology is one of the core fields that composes the discipline of lin-
guistics, which is defined as the scientific study of language structure.
One way to understand what the subject matter of phonology is, is to con-
trast it with other fields within linguistics. A very brief explanation is
that phonology is the study of sound structure in language, which is dif-
ferent from the study of sentence structure (syntax) or word structure
(morphology), or how languages change over time (historical linguistics).
This definition is very simple, and also inadequate. An important feature
of the structure of a sentence is how it is pronounced - its sound struc-
ture. The pronunciation of a given word is also a fundamental part of the
structure of the word. And certainly the principles of pronunciation in a
language are subject to change over time. So the study of phonology even-
tually touches on other domains of linguistics.

An important question is how phonology differs from the closely
related discipline of phonetics. Making a principled separation between
phonetics and phonology is difficult — just as it is difficult to make a
principled separation between physics and chemistry, or sociology and
anthropology. A common characterization of the difference between pho-
netics and phonology is that phonetics deals with “actual” physical
sounds as they are manifested in human speech, and concentrates on
acoustic waveforms, formant values, measurements of duration meas-
ured in milliseconds, of amplitude and frequency, or in the physical prin-
ciples underlying the production of sounds, which involves the study of
resonances and the study of the muscles and other articulatory struc-
tures used to produce physical sounds. On the other hand, phonology, it
is said, is an abstract cognitive system dealing with rules in a mental
grammar: principles of subconscious “thought” as they relate to lan-
guage sound. Yet once we look into the central questions of phonology in
greater depth, we will find that the boundaries between the disciplines
of phonetics and phonology are not entirely clear-cut. As research in both
of these fields has progressed, it has become apparent that a better
understanding of many issues in phonology requires that you bring pho-
netics into consideration, just as a phonological analysis is a prerequisite
for any phonetic study of language.

1.1 Concerns of phonology

As a step towards understanding what phonology is, and especially how it
differs from phonetics, we will consider some specific aspects of sound
structure that would be part of a phonological analysis. The point which
is most important to appreciate at this moment is that the “sounds”
which phonology is concerned with are symbolic sounds - they are cog-
nitive abstractions, which represent but are not the same as physical
sounds.

The sounds of a language. One aspect of phonology considers what the
“sounds” of a language are. We would want to take note in a description
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of the phonology of English that we lack a particular vowel that exists in
German in words like schon ‘beautiful,” a vowel which is also found in
French (spelled eu, as in jeune ‘young’), or Norwegian (¢! ‘beer’). Similarly,
the consonant spelled th in English thing, path does exist in English (as
well as in Icelandic where it is spelled with the letter p, or Modern Greek
where it is spelled with 6, or Saami where it is spelled %), but this sound
does not occur in German or French, and it is not used in Latin American
Spanish, although it does occur in Continental Spanish in words such as
cerveza ‘beer,” where by the spelling conventions of Spanish, the letters c
and z represent the same sound as the one spelled 6 (in Greek) or th
(in English).

Rules for combining sounds. Another aspect of language sound which
a phonological analysis would take account of is that in any given lan-
guage, certain combinations of sounds are allowed, but other combina-
tions are systematically impossible. The fact that English has the words
brick, break, bridge, bread is a clear indication that there is no restriction
against having words begin with the consonant sequence br; besides these
words, one can think of many more words beginning with br such as bribe,
brow and so on. Similarly, there are many words which begin with bl, such
as blue, blatant, blast, blend, blink, showing that there is no rule against
words beginning with bl. It is also a fact that there is no word *blick! in
English, even though the similar words blink, brick do exist. The question
is, why is there no word *blick in English? The best explanation for the
nonexistence of this word is simply that it is an accidental gap — not every
logically possible combination of sounds which follows the rules of
English phonology is found as an actual word of the language.

Native speakers of English have the intuition that while blick is not actu-
ally a word of English, it is a theoretically possible word of English, and
such a word might easily enter the language, for example via the intro-
duction of a new brand of detergent. Fifty years ago the English language
did not have any word pronounced bick, but based on the existence of
words like big and pick, that word would certainly have been included in
the set of nonexistent but theoretically allowed words of English.
Contemporary English, of course, actually does contain that word -
spelled Bic — which is a type of pen.

While the nonexistence of blick in English is accidental, the exclusion
from English of many other imaginable but nonexistent words is based on
a principled restriction of the language. While there are words that begin
with sn like snake, snip and snort, there are no words beginning with bn,
and thus “bnick, “bnark, “bniddle are not words of English. There simply are
no words in English which begin with bn. Moreover, native speakers of
English have a clear intuition that hypothetical “bnick, “bnark, *bniddle
could not be words of English. Similarly, there are no words in English
which are pronounced with pn at the beginning, a fact which is not only
demonstrated by the systematic lack of words such as “pnark, “pnig, *pnilge,

1 The asterisk is used to indicate that a given word is non-existent or wrong.
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but also by the fact that the word spelled pneumonia which derives from
Ancient Greek (a language which does allow such consonant combina-
tions) is pronounced without p. A description of the phonology of English
would then provide a basis for characterizing such restrictions on
sequences of sounds.

Variations in pronunciation. In addition to providing an account of pos-
sible versus impossible words in a language, a phonological analysis will
explain other general patterns in the pronunciation of words. For exam-
ple, there is a very general rule of English phonology which dictates that
the plural suffix on nouns will be pronounced as [iz], represented in
spelling as es, when the preceding consonant is one of a certain set of
consonants including [$] (spelled sh) as in bushes, [¢] (spelled as ch) as in
churches, and [j] (spelled j, ge, dge) as in cages, bridges. This pattern of pro-
nunciation is not limited to the plural, so despite the difference in
spelling, the possessive suffix s is also subject to the same rules of pro-
nunciation: thus, plural bushes is pronounced the same as the possessive
bush’s, and plural churches is pronounced the same as possessive church’s.
This is the sense in which phonology is about the sounds of language.
From the phonological perspective, a “sound” is a specific unit which com-
bines with other such specific units, and which represent physical sounds.

1.2 Phonetics - what is physical sound?

Phonetics, on the other hand, is about the concrete, instrumentally meas-
urable physical properties and production of these cognitive speech
sounds. That being the case, we must ask a very basic question about pho-
netics (one which we also raise about phonology). Given that phonetics
and phonology both study “sound” in language, what are sounds, and how
does one represent the sounds of languages? The question of the physical
reality of an object, and how to represent the object, is central in any
science. If we have no understanding of the physical reality, we have no
way of talking meaningfully about it. Before deciding how to represent a
sound, we need to first consider what a sound is. To answer this question,
we will look at two basic aspects of speech sounds as they are studied in
phonetics, namely acoustics which is the study of the properties of the
physical sound wave that we hear, and articulation, which is the study of
how to modify the shape of the vocal tract, thereby producing a certain
acoustic output (sound).

1.2.1 Acoustics

A “sound” is a complex pattern of rapid variations in air pressure, travel-
ing from a sound source and striking the ear, which causes a series of
neural signals to be received in the brain: this is true of speech, music and
random noises.

2 This is the “apostrophe s” suffix found in The child’s shoe, meaning ‘the shoe owned by the child!
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Waveforms. A concrete way to visually represent a sound is with an
acoustic waveform. A number of computer programs allow one to record
sound into a file and display the result on the screen. This means one can
visually inspect a representation of the physical pattern of the variation
in air pressure. Figure 1 gives the waveforms of a particular instance of the
English words seed and Sid.

oA =g g e

Time

Sid’

‘seed’

The horizontal axis represents time, with the beginning of each word at the
left and the end of the word at the right. The vertical axis represents
displacement of air particles and correlates with the variations in atmos-
pheric pressure that affect the ear. Positions with little variation from the
vertical center of the graph represent smaller displacements of air particles,
such as the portion that almost seems to be a straight horizontal line at the
right side of each graph. Such minimal displacements from the center cor-
respond to lower amplitude sounds. The portion in the middle where there
is much greater vertical movement in the graph indicates that the sound at
that point in time has higher amplitude. While such a direct representation
of sounds is extremely accurate, it is also fairly uninformative.

The difference between these words lies in their vowels (ee versus i),
which is the part in the middle where the fluctuations in the graph are
greatest. It is difficult to see a consistent difference just looking at these
pictures - though since these two vowels are systematically distinguished
in English, it cannot be impossible. It is also very difficult to see similari-
ties looking at actual waveforms. Consider figure 2 which gives different
repetitions of these same words by the same speaker.

FIGURE 1
Waveforms of speech
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FIGURE 2
Different repetitions of
words
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Visual inspection gives you no reason to think that these sets of graphs are
the same words said on different occasions. The problem is that while a
physical waveform is a very accurate representation of a word, it provides
so much information that we cannot tell what is important and what
is not.

Since we are interested in the part which makes these two words
sound different, we might get a clearer picture of the physical differ-
ence by expanding the scale and looking just at a part of the vowel.
Vowels are periodic, which means that the pattern of their wave-
form repeats over time. The display in figure 3 gives a portion of the
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FIGURE 3
Closeup waveform of vowels of seed, Sid
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vowels from the middle of the words seed and Sid, involving around
30 milliseconds (ms) of each of the words (the entire word in each of
these two examples actually lasts approximately 600 ms, so this is a
small part of the entire word). We can indeed see that there is a pat-
tern which is repeated (although successive repetitions are not perfect
reproductions).

Though there are visible differences between the waveforms, the basis
for distinguishing these vowels remains unclear.

Sound spectra. We need a better analytical technique than just looking
at raw sound, to be able to talk precisely about properties of these sounds.
We therefore need to understand some basic properties of physical
sounds. All sound waves are definable in terms of three properties that
characterize a sine wave familiar from trigonometry, namely frequency
measured in cycles per second also known as Hertz (Hz), amplitude meas-
ured in decibels (dB), and phase measured in the angular measure radi-
ans. These characteristics suffice to define any sine wave, which is the ana-
lytic basis of sounds. The property phase, which describes how far into the
infinite cycle of repetition a particular sine wave is, turns out to be unim-
portant for the study of speech sounds, so it can be ignored. Simple sine
waves (termed “pure tones” when speaking of sounds) made up of a single
frequency are not commonly encountered in the real world, but can be
created by a tuning fork or by electronic equipment.

Speech sounds (indeed all sounds) are complex waveforms which are vir-
tually impossible to describe with intuitive descriptions of what they “look
like.” Fortunately, a complex waveform can be mathematically related to a
series of simple waves which have different amplitudes at different fre-
quencies, so that we can say that a complex waveform is “built from” a set
of simple waves. Figure 4 shows a complex wave on the left which is con-
structed mathematically by just adding together the three simple wave-
forms of different frequencies and amplitudes that you see on the right.

The complex wave on the left is made from simple sine waves at 100,
200, and 300Hz, and the individual components defining the complex
wave are graphed on the right. The most prominent component (the one

FIGURE 4

Complex wave and the
component simple waves
defining it
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FIGURE 5
Effect of changing
component amplitude

with the highest amplitude) is the one at 100 Hz, the thinnest line which
makes one cycle in the chart: it has an amplitude of 60 dB. By comparison,
the component at 200 Hz (graphed with a medium-weight line, which
makes two cycles in the chart on the right) has the lowest amplitude,
40 dB. The 300 Hz component, graphed with the thickest line, has an inter-
mediate amplitude of 50 dB. It is the amplitudes of the individual compo-
nents which determine the overall shape of the resulting complex wave.

Now we will see what happens when we change this artificial sound to
make the 200 Hz component be the most prominent component and the
100 Hz one be less prominent - if we simply switch the amplitudes of the
100 Hz and 200 Hz components, we get the wave shown in figure 5.

Changing the amplitude of one such component changes the overall
character of the waveform. A complex wave is mathematically equivalent
to a corresponding series of sine wave components, so describing a com-
plex wave directly is equivalent to describing the individual components.
If we see two differently shaped complex waves and we can’t describe their
differences directly in terms of the complex waves, we can instead focus
on the equivalent series of sine wave components, and describe the dif-
ferences in terms of very simple information about component frequency
and amplitude.

Just as a single complex waveform can be constructed from a series of sim-
ple waves at different frequencies and amplitudes, a single complex wave-
form can also be mathematically broken down into a series of components
which have different frequencies and amplitudes. Rather than graph the full
shape of each specific sine wave component — which becomes very hard to
understand if there are more than a handful of components - we can simply
graph the two important values for each of the component sine waves, the
amplitude and frequency. This is known as a spectrum: it is the defining fre-
quency and amplitude components of a complex waveform, over a fixed peri-
od of time. The spectrum of the waveform in figure 4 is plotted in figure 6,
where the horizontal axis corresponds to frequency from 0 to 7,000 Hz and
the vertical axis corresponds to amplitude from 0 to 60 dB. Note that in this
display, time is not represented: the spectrum simply describes amplitude
and frequency, and information about how long a particular complex wave-
form lasts would have to be represented somewhere else.
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FIGURE 6

Spectrum

This is a very simple spectrum, representing an artificially constructed
sound containing only three components. Naturally occurring sounds

have many more components than this.

Since complex sounds can be mathematically broken down into a series
of simple components, we can use this very useful tool to look at the vowel
sounds of seed and Sid: we look at the physical properties of the compo-
nent frequencies that define the two vowels that we were interested in.
Figure 7 provides the spectrum of the portion from the middle of the
vowels of Sid and seed which we looked at in figure 3. The horizontal axis
again represents frequency, ranging from 0 to 7000 Hz, and the vertical
axis represents amplitude in decibels. Here, the spectrum is represented
as a continuous set of amplitude values for all frequencies in this fre-
quency range, and not just three discrete frequencies as seen in the con-

structed sound of figure 6.
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FIGURE 7
Spectrum of the vowels of seed, Sid
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In these spectra, certain frequency regions are more prominent than
others, due to resonances in the vocal tract. Resonances are frequency
regions where sound amplitude is enhanced. These frequencies are per-
ceptually more prominent than other lower-amplitude frequencies. The
frequencies at which these resonances occur are related to the length of
various parts of the vocal tract (ultimately related to the position of the
tongue and lips as specific sounds are made). The relation between size
and frequency is simple and familiar: a large bottle has a low-resonance
frequency and a small bottle has a higher-resonance frequency. The first
three of these prominent frequency regions, called formants, are indicat-
ed with pointed vertical lines in the graphs. You can see that in the spec-
trum for seed on the left, the first formant (F1) occurs at a lower frequency
than the first formant of the vowel in Sid. However, the second and third
formants (F2, F3) of seed occur at somewhat higher frequencies than F2
and F3 of Sid. By comparing the frequencies at which these formants
occur, one can begin to systematically describe the physical properties of
the vowels in seed and Sid. One of the most important properties which
allows a listener to distinguish speech sounds, such as the vowels of seed
versus Sid, is the frequencies of these formants.

Viewing the waveform versus the spectrum of a sound involves a trade-
off between accuracy and usefulness. While the spectrum is more inform-
ative since it allows us to focus on certain specific properties (formant
frequencies), it is a less accurate representation of reality than the origi-
nal waveform. Another very significant limitation of this type of spectral
display is that it only characterizes a single brief moment in the utter-
ance: speech is made up of more than just little 30 millisecond bits of
steady sound. We need to include information about changes over time in
a sound.

Spectrograms. Another display, the spectrogram, shows both frequency
and amplitude properties as they change over time, by adding a third
dimension of information to the display. Figure 8 provides spectrograms
of the entirety of the two words seed and Sid. In this display, the horizon-
tal axis represents the time dimension: the utterance begins at the left
and ends at the right. The vertical axis represents frequency information,
lower frequencies appearing at the bottom and higher frequencies at the
top. Amplitude is represented as darkness: higher amplitudes are darker
and lower amplitudes are lighter.

The initial portion of the spectrogram between the arrows represents
the consonant s, and the second portion with the series of minute vertical
striations represents the vowel (the consonant d is visible as the light hor-
izontal band at the bottom of the graph, beginning at around 500 ms). The
formants which characterize the vowels of seed and Sid are represented as
dark bands, the first formant being the darker lower band and the second
and third formants being the two somewhat lighter bands appearing
approximately one-third of the way up the display.

Looking at these spectrograms, we learn two other things about these
vowels that we would not have suspected from looking at the spectrum in
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FIGURE 8
Spectrograms

figure 7 taken from a single point in time. First, notice that the vowel por-
tion of seed is longer than in Sid. Second, the frequencies of the formants
change over time, so in seed the first two formants start out much closer
together than they do in Sid, and then in seed the second formant rises
over the first half of the vowel whereas in Sid the second formant falls.

A spectrogram is a reasonably informative and accurate display of prop-
erties of sound. It is less accurate than the spectrum at a single point, such
as figure 7. A spectrogram is nothing more than a series of such spectra,
where the more detailed amplitude information represented on the verti-
cal axis in figure 7 is simplified to a less detailed and less reliable visual
difference in darkness. It is also inefficient as a representation of the
sound in two ways. First, as represented on a computer, it is bulky in com-
parison to a waveform, so that the above spectrogram is around eight
times the size of the original waveform. Second, it is still difficult to inter-
pret. While you can learn how to read a spectrogram of a word in a famil-
iar language, and be fairly certain from inspecting certain properties of
the display what word the spectrogram represents, even the most skilled
of spectrogram readers require tens of seconds to interpret the display;
the average person who has learned the basics of spectrogram reading
would require a number of minutes and may not be able to correctly iden-
tify the utterance at all. Spectrograms are created either by special
machinery or specialized computer programs, which are not always avail-
able. It is therefore quite impractical and also unnecessary to base the sci-
entific study of language sound systems exclusively on spectrograms.
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FIGURE 9
Speech anatomy

FIGURE 10
Airflow through glottis

1.2.2 Articulation

Another way to analyze speech sounds is in terms of the arrangement of
articulators - the lips, tongue and other organs of the vocal tract required
to produce a particular speech sound. By appropriate positioning of artic-
ulators, the shape of the vocal tract can be changed, and consequently the
sound which emerges from the vocal tract can be changed (much as dif-
ferent sized bottles produce different tones when you blow across the top).
For the purpose of studying the production of speech, the most important
articulators are the lips, teeth, tongue, palate, velum, pharynx and larynx.

nasal passages

hard arytenoid vocal folds
palate velum cartilgges
’.—_

alveolar

tongue

body pharynx

tongue front

root

Larynx: top view

larynx

Figure 9 illustrates the anatomical landmarks which are most impor-
tant for the study of speech production.

Because sound production involves the manipulation of airflow, pro-
duction of speech generally begins with the lungs which drive the air
coming out of our mouths. Air is forced out of the lungs through the vocal
folds, which act as a valve that goes through a repeated cycle of blocking
and allowing air to pass from the lungs to the vocal tract. This repeated
movement of air would produce a waveform that looks something like
figure 10, which represents airflow through the vocal folds when a voiced
sound (such as a vowel) is produced.
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This wave is further shaped by the geometry of the vocal tract, which
emphasizes certain frequencies and suppresses others. Thus the particu-
lar tongue shape that is characteristic of the vowel in seed — a higher and
fronter position of the tongue - is responsible for the acoustic difference
between that vowel and the vowel of Sid.

It is a fact of physics that a longer tube has a lower resonance frequency
than a shorter one. The vocal tract can be treated as a series of tubes, where
the resonance frequencies of different tubes correspond to different fre-
quencies of formants. By placing the tongue in various positions or by pro-
truding the lips, sections of the vocal tract are lengthened or shortened,
and thus their resonances - formant frequencies — are lowered or raised.
For example, the length of the vocal tract in front of the constriction
formed with the tongue determines the frequency of the second formant.
When the tongue is advanced as it is for the vowel in seed, the portion of
the vocal tract in front of the tongue is rather short, and therefore this
front part of the vocal tract has a high resonance frequency: and thus the
vowel has a high value for F2. On the other hand, the vowel in pool is pro-
duced with the tongue positioned further back, which means that the part
of the vocal tract in front of the tongue is relatively long - it is made even
longer because when [u] is produced, the lips are also protruded, which
lengthens the entire vocal tract. The effect of lengthening the front part of
the vocal tract is that the resonance frequency is lowered, and thus the
vowel in pool has a very low value of F2.

How vocal tract shape determines the acoustic output is the domain of
phonetics. While the acoustic and articulatory properties of speech are
important in understanding phonology, indeed constitute the foundation
on which phonology is built, it is just that - the foundation. Phonology

FIGURE 11
Tongue position differ-
ences between ee and i
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looks at how these physical aspects of manifested speech are represented
as part of the mental entity “language.”

1.3 The symbolic representation of speech

The English word ground is composed of six letters, and by happy coinci-
dence, six distinct phonological sounds or, as they are called by phonolo-
gists, segments. But an inspection of what we can measure objectively in
the acoustic signal, such as found in a spectrogram, shows no physical
boundaries in the stream of sound pointing to exactly six distinct sound
events. Instead, we find a continuously changing sound pattern, with the
amplitude of the signal being stronger at a given time at certain frequen-
cies than at others - corresponding to formant frequencies — where the
frequencies of these peaks are constantly changing. For example, looking
at the spectrogram in figure 12, one can see a sliver of a darker area in the
lower quarter at the very left edge of the spectrogram, which is followed
by a light area, and then a pattern of closely spaced vertical striations.
Below the spectrogram, you can see points that provide approximate indi-
cations where each segment begins and ends, and this initial dark sliver
followed by a light sliver constitutes the acoustic energy of the initial
consonant [g]. While there seems to be a relatively clear break between the
initial [g] and the following [r], the same cannot be said for any of the
other adjacent sounds in this word.

FIGURE 12
Spectrogram acoustic waveform

This points to one of the most basic properties of phonology, and clar-
ifies another essential difference between phonetics and phonology.
Phonetics studies language sound as a continuous property. A phono-
logical analysis relies on an important idealization of language sound,
that the continuous speech signal can be analyzed as a series of discrete
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segments with constant properties. It is evident, looking at the portion
of the spectrogram corresponding to r, that the physical properties of
the r change continuously over time - this is true of the entire spectro-
gram. Yet the transcription simply indicated a single unit r, implying a
clear beginning and end, and not suggesting that there is time-varying
structure within r.

Both phonetics and phonology involve representations of sound. A pho-
netic representation can be given as a series of numbers, representing the
three acoustic essentials - amplitude, frequency and time - or as an anal-
ogous description of the complex and continuously changing internal
geometry of the vocal tract. Such a representation would be highly accu-
rate, and is appropriate if the goal is to understand the fine-grained details
of speech sounds as physical entities. For the purposes of grammar, physi-
cal sound contains way too much information to allow us to make mean-
ingful and general statements about language sound, and we require a way
to represent just the essentials of language sounds. A phonological repre-
sentation of an utterance reduces this great mass of phonetic information
to a cognitively based minimum, a sequence of discrete segments.

The basic tool behind this conversion of the continuous stream of
speech sound into units is the phonetic transcription. The philosophy
behind a transcription is that one can adequately represent all of the
linguistically important details of an utterance by symbols whose inter-
pretation is predefined. Phonology then can be defined as the study of
higher- level patterns of language sound, conceived in terms of discrete
mental symbols, whereas phonetics can be defined as the study of how
those mental symbols are manifested as continuous muscular contrac-
tions and acoustic waveforms.

By way of introduction to the nature of a symbolic transcription, let us
take the case of the word ground given above. The spelling ground is a poor
representation of the pronunciation of the word, for scientific purposes.
If you were to follow rules for pronunciation in other languages such as
Portuguese, Spanish or Italian, you might think that the word spelled
ground would be pronounced like groaned. The problem with spelling is
that the letter sequence ou is pronounced one way in Portuguese, another
way in French (the word would be pronounced more like grooned if French
pronunciation rules were followed), and a third way according to English
rules. We need a system for representing sounds, one which is neutral
with respect to the choice of language being studied - a system which
could be used to discuss not only languages with a long written history
like Greek or Chinese, but also languages like Ekoti (a Bantu language spo-
ken in Mozambique) which remains to this day largely unwritten.

In addition, English spelling is imprecise in many cases. The consonant
in the middle of ether is not the same as the one in the middle of the word
either (if it were, these words would be pronounced the same, and they are
not). English has two distinct kinds of th sound, but both are represented
the same way in spelling. Linguists adopt special symbols which are bet-
ter suited to accurately representing speech in an objective manner, so
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that anyone who knows the pronunciation of the symbols could pro-
nounce a word of English (or Portuguese, Chinese, or Ekoti) written with
those symbols with a high degree of accuracy. Thus, we would represent
the word ground (as spoken by this author) as [grewnd], where [®] repre-
sents the vowel found in hat.

The goal of phonology is not to provide accurate symbolic representa-
tions of speech. Rather, the goal is to understand the linguistic rules
which operate on sounds mentally represented as symbols, and the tran-
scription is our means of representing the data which we discuss. As it
happens, the transcription [greewnd| does not really tell the scientist
everything they need to know, in order to pronounce this word the same
way as in figure 12. A transcription is, essentially, a measurement of a
physical phenomenon, and like all measurements can be made with
greater or less precision. This particular transcription is quite sufficient
for most purposes (such as a phonetic dictionary of English, where knowl-
edge of the systematic principles of the language’s sound system might be
taken for granted). A more precise transcription such as [ki*&:wnd| could
be required for another purpose, such as conveying information about
pronunciation that is independent of general knowledge of rules of pho-
netic realization that exist in English.

The very idea of trying to render a highly informationrich structure
such as an acoustic waveform in terms of a rather small repertoire of dis-
crete symbols is based on a very important assumption, one which has
proven to have immeasurable utility in phonological research, namely that
there are systematic limits on what constitutes a possible speech sound in
human language. Some such limitations may be explained in terms of
physical limits on the vocal tract, so humans are not physically capable of
producing the sound emitted by a dentist’s high-speed drill, nor can
humans produce the sound of a ton of dynamite exploding, but even
restricting our attention to sounds which can be produced by the human
vocal tract, there are very many sounds which humans can produce which
are nevertheless not part of language. The basis for this limitation on
speech sounds will be taken up in more detail in later chapters.

Phonetics and phonology both study language sound. Phonology exam-
ines language sound as a mental unit, encapsulated symbolically for
example as [&] or [g], and focuses on how these units function in gram-
mars. Phonetics examines how symbolic sound is manifested as a con-
tinuous physical object. The conversion from physically continuous
event to symbolic representation requires focusing on the information
that is important, which is possible because not all physical properties
of speech sounds are cognitively important. One of the goals of phonol-
ogy is then to to discover exactly what these cognitively important
properties are, and how they function in expressing regularities about
languages.
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Exercises

These exercises are intended to be a framework for discussion of the points

made in this chapter, rather than being a test of knowledge and technical

skills.

1. Examine the following true statements and decide if each best falls into
the realm of phonetics or phonology.

a. The sounds in the word frame change continuously.

b. The word frame is composed of four segments.

c. Towards the end of the word frame, the velum is lowered.
d. The last consonant in the word frame is a bilabial nasal.

2. Explain what a “symbol” is; how is a symbol different from a letter?

3. Give four rules of the phonological system of English, other than the
ones already discussed in this chapter. Important: these should be rules
about segments in English and not about spelling rules.

4. How many segments (not letters) are there in the following words (in
actual pronunciation)?

sit trap fish
bite  ball up
ox  through often

5. Why would it be undesirable to use the most accurate representation
of a spoken word that can be created under current technology in
discussing rules of phonology?

Further reading
Fry 1979; Johnson 1997; Kelly and Local 1989; Ladefoged 2001; Levelt 1989; Liberman 1983; Stevens
1998; Zemlin 1981.
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In phonetic transcription, speech is represented by a small set of symbols
with a standard interpretation. This chapter looks at the different systems
for phonetic transcription. There are two major schemes, the informal
American scheme used especially in North America, sometimes known as
APA (American Phonetic Alphabet), and the IPA (International Phonetic
Alphabet), promulgated by the International Phonetic Association. The pri-
mary difference between these systems is that in certain cases the
American scheme uses a regular letter plus a diacritic where IPA tends to
use separate special characters. Thus the sound spelled <sh> at the begin-
ning of ship would be transcribed as [$] in the American system, but with the
separate letter [[] in IPA. There are relatively few differences between the
two systems, and you should become familiar with both systems (actively
with one and passively with the other). This text uses APA: the distinctly IPA
symbols are given in section 2.3. In this chapter, we will aim for a general
overview of transcription and articulation. The goal is not to have a com-
plete account of these topics, but rather to mention the important phonetic
symbols, so that the student has a working knowledge of basic transcrip-
tion, as well as an introduction to the articulatory basis for speech sounds
which will be referred to in discussing phonological processes.

2.1 Vowels: their symbols and properties

Conventionally, the first division in speech sounds is made between vowels
and consonants. Symbols for vowels will be considered first, because there
are fewer vowels than consonants. American English has a fairly rich
vowel inventory, so we can illustrate most of the vowel symbols with
English words.

(1) Symbol English equivalent
i beat [biyt]
torl  bit [bit]
e bait [beyt]
bet [bet]
bat [beet]
cot [kat]
caught [kot]
coat [kowt]
or U could [kud]
cooed [kuwd]
cud [kad]
(unstressed vowel in) ‘array’ [oréy]

O > Cc 00 Mg o

The glides y and w in the transcription of tense vowels in English reflect
the phonetic diphthongal quality of these vowels, which is especially evi-
dent when one compares the pronunciation of English say and Spanish se.
There are different ways of transcribing that vowel, e.g. [se], [se:], [sei], [seI],
[se] and [sey]. Transcriptions like [se] or [se:] are much broader, that is,
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reveal less of the phonetic details of English because they suppress the
information that this is phonetically a diphthong - which can be predict-
ed by a rule - whereas [sei], [sel], [se'] and [sey] report this phonetic proper-
ty. There is little scientific basis for picking a specific one of these latter
four transcriptions as a representation of how the word is pronounced, and
you are likely to encounter all of them in one source or another.

Some dialects of English make no distinction in the pronunciation of
the words cot and caught; even among speakers who distinguish the pro-
nunciation of cot and caught, the precise pronunciation of the two vowels
differs considerably. An important point developed in this book is that
transcriptional symbols are approximations representing a range of simi-
lar values, and that symbols do not always have absolute universal pho-
netic values.

Tongue and lip position in vowels. Values of phonetic symbols are
defined in terms of a variety of primarily articulatorily defined phonetic
dimensions as in (2).

(2) tense i | Tt u | hi Tg; o ‘|
lax 1 (8 :
tense [ € [T TTTT77 E R [ Jl
lax € A o] mid :

I R N R "
Front Central Back
unrounded unrounded rounded

The three most important properties for defining vowels are height,
backness, and roundness. The height of a vowel refers to the fact that the
tongue is higher when producing the vowel [i] than when producing [e]
(which is higher than that used for [2]), and the same holds for the rela-
tion between [u], [0] and [a].

Three primary heights are generally recognized, namely high, mid and
low, with secondary distinctions introduced either under the name
tense ~ lax or close ~ open to distinguish vowel pairs such as [i] (seed) vs.
[1] (Sid), [e] (late) vs. [€] (let) or [u] (food) vs. [U] (foot), where [ieu] are tense
(close) and [teu] are lax (open). Tense vowels are higher and often less cen-
tralized compared to their lax counterparts.

TA diphthong is a
sequence of vowel-like
elements — vowels
and glides — in one
syllable.

escc00cccccccccccee®

.
®ecccccccccc’®

.

0000000000000

FIGURE 13
Tongue position of vowels
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Independent of height, vowels can differ in relative frontness of the
tongue. The vowel [i] is produced with a front tongue position, whereas [u]
is produced with a back tongue position. In addition, [u] is produced with
rounding of the lips: it is common but by no means universal for back
vowels to also be produced with lip rounding. Three phonetic degrees of
horizontal tongue positioning are generally recognized: front, central
and back. Finally, any vowel can be pronounced with protrusion (round-
ing) of the lips, and thus [o], [u] are rounded vowels whereas [i], [®] are
unrounded vowels.

With these independently controllable phonetic parameters - five
degrees of height, three degrees of fronting, and rounding versus non-
rounding - one predicts the possibility of up to thirty vowels, which is
many more vowels than are found in English. Many of these vowels are
lacking in English, but can be found in other languages. Here are a few
examples:

(3) high front round vowel (found in German, French,
Turkish)
[§) lax high front round vowel (found in Icelandic)
0 mid front round vowel (found in German, French, Turkish)
5 lax mid front round vowel (found in Swiss German)
ce low front round vowel (found in French)

E

central (or back) unrounded vowel (found in Turkish,
Russian)

All of these vowels can be characterized in terms of the three basic
vowel properties of height, backness and rounding. A more complete list-
ing of vowel symbols is given below. It should be borne in mind that the
exact phonetic definitions of certain symbols, especially those for low
vowels, central vowels, and back unrounded vowels, can vary in usage.
Therefore, the symbol <a> might be used to denote a back vowel rather
than a central vowel in many published sources; it may also be used for a
low front vowel, one which is phonetically lower than [z].

(4) Nonround vowels
tense i T i | w _______ha:l:__:
lax 1 :
tense - E _______________ F R ’\7 _____________ :
lax € A mid |
N ae | [T a |77 e
Fromt Central Back -
unrounded unrounded unrounded
Round vowels
tense a | w | u ______;ligh___:
lax 4] 0 :
tense - 6 _______________ e_ _______________ (_) _____________ :
lax 3 b mid |
I I A D o | v
Front Central Back

rounded rounded rounded
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While this yields a fairly symmetrical system of symbols and articulatory
classifications, there are gaps such as the lack of tense/lax distinctions
among low vowels or central vowels except for the [A] ~ [9] distinction.

These properties of tongue and lip position are the ones most com-
monly exploited for making vowels, but there are a number of other
phonetic properties that play a role in defining vowels, and we turn to
those properties next.

Nasalization. Typical vowels are produced with air flowing from the
lungs through the mouth, but any vowel can be produced with nasaliza-
tion, where air flows through the nose as well as through the mouth, by
lowering the velum. Nasalized vowels occur in French, Portuguese, Hindi
and other languages. Rather than representing each nasalized vowel with
its own symbol, the property of nasalization is symbolized with a tilde dia-
critic [7] placed over the vowel, so the phonetic transcription of French bon
would be [b3].

Length. Vowels (as well as consonants) may also be either long or short,
that is, produced with relatively greater versus lesser duration, and length
can be represented with a colon [:], a macron [7], a raised dot [-] or a pair
of points which resemble a colon [:] placed after the appropriate symbol.
Thus a long version of the vowel [a] may be symbolized as [a:], [a], [a] or [a:].
Equally common is the practice of doubling the vowel or consonant sym-
bol, so long [a] could be represented as [aa]. Examples of languages which
systematically exploit the difference between long and short vowels
include Japanese ([go] ‘5°, [goo] ‘issue’) and the Tanzanian Bantu language
Kikerewe ([ihuna] ‘owl’ versus [ihuuna] ‘hut’). Languages with long and
short consonants include Japanese ([ita] ‘was’ versus [itta] ‘went’) and
Saami (Arctic Europe) as in the pairs [miella] ‘intention (nominative)’ ver-
sus [miela] ‘intention (accusative)’.

Stress. The marking of stress generally encompasses the distinction
between primary stress, notated with an acute accent [ ], and secondary
stress, marked with a grave accent ["|; alternatively, raised and lowered
ticks [', ,] may be placed before the initial consonants of a stressed syllable.
The first syllable of the English word telegraphic has a secondary stress and
the third syllable has the primary stress: thus the word could be tran-
scribed either as [telografik] or as [ telo'graefik]. It is notoriously difficult
to give any simple definition of the acoustics or articulation of stress, and
indeed the phonetic realization of stress seems to vary considerably across
languages, being expressed in terms of amplitude, pitch, duration, vowel
quality, as well as a host of other properties. Typically, though, stressed
syllables have higher pitch and greater duration and amplitude.

Tone. Tone differences, as found in many Asian, American and African
languages, and in addition a few European languages such as Norwegian
and Swedish, are also typically transcribed with accent marks. The articu-
latory basis for producing tone is the rate of vocal fold vibration, which we
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perceive in terms of pitch, so that the vocal folds might vibrate at the rate
of 120 cycles per second (120 Hertz, abbreviated Hz) for the production of
a low-pitched vowel and at the rate of 170 Hz for the production of a high-
pitched vowel. The actual frequency of vibration of a given tone varies
from language to language, and also varies from speaker to speaker
(depending on age, size and gender inter alia), and even varies within a
speaker depending on mood, emphasis and so on. Thus tones do not rep-
resent specific frequency values, but are defined relative to a given pitch
range used at the moment. A high tone is relatively high within the range
that a speaker is using, and if the physical range is raised or lowered, the
actual pitch of a high tone is raised or lowered. The traditions for marking
tone are rather varied. Accents are generally used to mark tones, and the
following examples illustrate the most common usages. As many as five
distinct levels are distinguished, arranged in (5) from highest to lowest in
pitch.

(5) & superhigh toned [a]
d high toned [a]
dora mid toned [a]

[+

low toned |[a]
superlow toned [a]

4

The characteristic property of a contour-toned vowel is that pitch changes
during the vowel, and we can characterize the contour in terms of the
tonal values at the beginning and ending points. The diacritic for rising
tone is a “hacek,” as in [d], which combines the low tone mark grave accent
(as in [a]) followed by the high tone mark acute accent (as in [d]), reflecting
the fact that a rising tone begins low and ends high. Falling tone is analo-
gously symbolized with a circumflex, as in [4], since it starts high (acute
accent) and ends low (grave accent). Many other combinations are possi-
ble, for example a mid-to-high rising tone which combines the accents for
mid and high, as in [a"]: you can see that rather than defining a large num-
ber of special symbols to indicate the twenty possible contour tones, it is
simpler to define symbols for specific levels and describe contours as
movement between levels. Another convention for marking tones is to
write a superscripted number referring to the pitch level, e.g. ta®, and com-
binations of numbers to mark contours e.g. ta®". Traditions for languages
in different parts of the world, such as Africa versus Asia or Mexico, differ
as to whether 1 refers to the highest or lowest pitch level.

Another pitch property of importance to phonological analysis is
downstep and upstep, which are the systematic lowering and raising of
the overall pitch space for lexical and grammatical purposes. When a
downstep occurs (symbolized by a raised exclamation mark as in (6)), it
indicates that all subsequent tones are produced with the upper and
lower values of the pitch range decreased. An example comes from Akan,
a language of Ghana. Phonologically, each vowel after the first syllable
[meé] has a high tone. However, as indicated by the downstep marker, the
actual pitch level of a high tone is lower on the third vowel than it is on
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the second vowel; the pitch of the sixth high-toned vowel is lower than
that of the fifth, and so on - in principle, this process can continue infi-
nitely, the only limit being the speaker’s ability to actually produce lower
pitches.

(6) meko'fig'dsd'bod da'dés m'pd
[ -~ = —-—-—=_] ‘My Kofi’s love’s pet iron bed’

Analogous to downstep, upstep involves raising the pitch range. Upstep,
symbolized with a raised inverted exclamation mark, is rare in compari-
son to downstep, but is found in Krachi, another language of Ghana: the
upstep appears between the third and fourth vowels.

(7) aliks't6'md ‘our mat’

L= ]

Downstep and upstep may also be symbolized with downward and
upward arrows, viz. [4'pd] = [4'pd], [d'pd] = [d'p4].

Phonation type. A number of languages such as Ju/’hoansi (Namibia),
Dinka (Sudan), Hmong (SE Asia) and Mazateco (Mexico) employ distinc-
tive patterns of vocal fold vibration or phonation in the production of
vowels. One such phonation, known as creaky voicing or laryngealiza-
tion, is produced by closing the vocal folds abruptly, and gives vowels a
particularly “sharp” sound which is notated by placing a tilde beneath
the vowel. The other type of phonation, known as breathy voice, is pro-
duced by more gradual and even incomplete closure of the vocal folds
giving vowels a “soft” quality, and is marked with two dots below the
vowel.

(8) a creaky [a]
a breathy [a]

These modes of phonation are probably familiar to most people (but the
labels assigned to these phonations are unfamiliar), since some individu-
als systematically speak with a creaky quality to their voice (for example,
the actor Edward G. Robinson), or with a breathy quality (Marilyn Monroe).
What is special about these phonations in languages such as Ju/’hoansi is
that they can be used as a meaningful property of specific words realized
on single segments, not just as general voice quality properties of all
sounds coming from a particular speaker.

Glides. Standing between consonants and vowels in terms of their
phonological function and phonetic properties are the glides, also
known as semi-vowels. The typical glides are [y] and [w] as in English yes,
wet, termed “palatal” and “labial” or “labiovelar.” These glides are very
similar to the high vowels [i], [u], but are shorter and have a greater
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degree of constriction than the corresponding vowels. It is often very dif-
ficult to distinguish glides and vowels based solely on what they sound
like, and one often has to consider the rules of the language in order to
decide whether to transcribe e.g. [kau] or [kaw], [tua] or [twa]. In addi-
tion, some languages such as French, Chinese and Kotoko (Central
Africa) have a “labiopalatal” glide, with the tongue position of [y] and
the lip position of [w], transcribed as [W]: an example from French is huit
‘eight,” transcribed [wit]. Like vowels, glides may also be nasalized,
breathy, or creaky.

2.2 Consonants: their symbols and properties

There are many more consonants than vowels. English only has a fraction
of the full range of possible consonants, so illustration of many of these
symbols involves more extensive consideration of languages other than
English. Most English dialects systematically use the following consonants:

(9 p bpig b big
m mug f fog
v varmint 6 thing
0 this t top
s sop d dog
n nog ¢ chuck
S  shuck J jug
7Z measure k cot
g got p hang
h horse

Other segments used in English include r, 1, z, h: this is only a partial list.
There are a few additional phonetic segments found in English which,
because they only arise due to general rules of the type to be discussed in
the next chapter, are not immediately obvious:

(10) ¢ voiceless bilabial fricative; variant of p found in words like
rasps in casual speech.
x variant of k found in words like masks in casual speech; also
found in German, Russian, Greek, Scots (English).
m labiodental nasal; variant of m found before [f] and [v] as in
comfort.

t dental t. Found in English before [0]: the word width is actually
pronounced [wtitf]. Also how t is pronounced in French.

n dental n; found in English before (0] as in panther.

? glottal stop; found in most dialects of American English

(except in certain parts of the American south, such as Texas)
as the pronunciation of t before syllabic n, i.e. button. Also
stereotypical of British “Cockney” pronunciation bottle,
coulda.

r flapped t in American English water.
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Some other consonants found in European languages, for instance, are
the following.

(11) p%t*  voiceless labiodental and alveolar affricates found in
German (<Pfanne> [pfans| ‘pan’, <Zeit> [t*ait] ‘time’)

B voiced bilabial fricative, found phonetically in Spanish
(<huevo> [wepo] ‘egg’)
v voiced velar fricative, found in Modern Greek ([a'yapo] ‘love’)

and Spanish (<fuego> [fweyo] ‘fire’)

Many consonants are only encountered in typically unfamiliar languages,
such as retroflex consonants (t, etc.) found in Hindi, Tamil and Ekoti, or
uvulars and pharyngeals such as g, x, hi found in Arabic.

Consonant symbols are traditionally given in tabular form, treating the
place of articulation where the major constriction occurs as one axis, and
treating properties such as voicing, being a continuant, or nasality as the
other axis. Eleven places of articulation for consonants are usually recog-
nized: bilabial, labiodental, dental, alveolar, alveopalatal, retroflex,
palatal, velar, uvular, pharyngeal and laryngeal, an arrangement which
proceeds from the furthest forward to furthest back points of the vocal
tract: see figure 9 of chapter 1 for anatomical landmarks. Manner of
articulation refers to the way in which a consonant at a certain place of
articulation is produced, indicating how airflow is controlled: the stan-
dard manners include stops, fricatives, nasals and affricates. A further
property typically represented in these charts is whether the sound is
voiced or voiceless. The following table of consonants illustrates some of
the consonants found in various languages, organized along those
lines.!

(12) Consonant symbols

Consonant manner and voicing

Place of vcls  vcls vcls ved  ved ved nasal
articulation stop affricate fricative stop affricate fricative
bilabial p (p*) ¢ b (b?) B m
labiodental pf f b v m
dental t tf i d d° d n
alveolar t t s d a: z n
alveopalatal &t N j, d? b4 i
retroflex t t* S d d* z n
palatal c (c9) c 3 L i A
velar k Kk* X g g’ v i}
uvular q qX X G GY, G* Y 0N
pharyngeal h q

laryngeal~ ? h A

glottal

1. Except for ¢ Jj affricates are symbolized by combining the relevant stop and fricative component. Some
theoretically expected affricates have not been observed and are placed in parentheses.
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FIGURE 14
Lingual places of
articulation

2.2.1 Place of articulation

The place of articulation of consonants is divided into primary place of
articulation — something that every consonant has — and secondary place
of articulation - something that some consonants may add to a primary
place of articulation. We begin with primary place. Proceeding from the
furthest-forward articulation (the top row of (12)) to the furthest-back
articulation (the bottom row of (12)), the bilabial consonants such as m
have a constriction of both lips. This closure of the lips is not just a prop-
erty of m, it is a defining characteristic of the whole bilabial row p, p%, ¢,
b, b?, B and m. A labiodental constriction as found in f is formed with a
constriction between the lower lip and the upper teeth.

Lingual consonants. The tip or blade of the tongue is the active (move-
able) articulator in the production of many consonants, including dental,
alveolar, alveopalatal, retroflex and palatal consonants. These consonants
form a constriction involving the tongue and an appropriate place on the
teeth, or hard or soft palate. The contact is with the teeth in the case of
dentals, on the hard palate behind the teeth in the case of alveolars,
behind the alveolar ridge in the case of alveopalatals and retroflex conso-
nants, and with the blade of the tongue at the boundary between the hard
and soft palate in the case of palatals. In many traditional organizations
of segments, retroflex consonants are classified as a separate place of
articulation from alveolars and alveopalatals. This traditional concept of
“place of articulation” combines properties of both active (moveable)
articulators and a passive articulator - the target towards which an active
articulator moves. What unifies the various kinds of retroflex consonants
across languages is not the specific location of the constriction on the
hard palate, but rather the manner in which just the tongue tip approach-
es the palate.

alveolars palatals

deni J/

alveopalatals,
retroflex

The terminology used for “palatal” sounds may be particularly confusing.
Alveopalatals (sometimes termed “palatoalveolars”) are exemplified by the
English consonants [S z ¢ j] (sheep, measure, watch, judge), and (“true”)
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palatals are found in Norwegian kjope [¢O:pe] ‘buy’ and German ich [ig] ‘1.
The term “palatalized” refers to a secondary articulation (discussed
below), but in some linguistic traditions such consonants may also be
called “palatals.” In addition, alveopalatals may be palatalized or not: the
Russian fricatives <K 111> [Z §] are nonpalatalized whereas the affricate <u>
[¢¥] is a palatalized alveopalatal.

“Back” consonants. The body of the tongue can also be positioned in a
number of places in the back of the vocal tract to form a constriction, so
if the tongue is retracted and raised a velar consonant such as k (cool) is
formed; if the tongue is retracted but not raised and thus approaches the
uvula, a uvular such as q is formed, and if the back of the tongue is retract-
ed and lowered toward the pharynx, a pharyngeal such as ¢ is formed.
Finally, a consonant can be formed with no constriction above the glottis,
when the constriction is made with the vocal folds as in the case of the
laryngeal consonants h, 7.

Secondary articulations. Consonants may have more than one point of
constriction: generally, one of these constrictions is the major (most radi-
cal) constriction and the other constrictions are less radical - more vowel-
like in nature. The most common of these secondary constrictions are
given in (13). Secondary articulations are notated by combining the appro-
priate symbol for the primary place with the symbol representing a kind
of glide at the secondary place of articulation.

(13) Secondary Example

articulation language

p t (none) English

P’ v palatalized Russian

pY v rounded Nupe (Nigeria)

pYp.php tU Ottt  velarized Marshallese

(Marshall Island)
P’ tf pharyngealized  Arabic
p¥ ¥ rounded and

fronted Baulé (Ivory Coast)

Plain consonants are those produced with only a single, narrow constric-
tion. Palatalized consonants are formed by combining the basic constric-
tion of the consonant with a less radical vowel-like constriction of the
kind that is found in the glide y or the vowel i; secondarily articulated con-
sonants sound essentially like combinations of consonant plus a glide y,
w. Rounded consonants analogously involve a protrusion of the lips (as do
round vowels and the glide w). Velarized consonants are produced by
combining the narrower primary articulation of a consonant with a
raised, retracted tongue position which is similar to the back unrounded
vowel [w] or the velar fricative [y], and pharyngealized consonants com-
bine a consonantal constriction with a retracted and lowered tongue posi-
tion, appropriate for a pharyngeal consonant such as [{]. Rounding of the
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lips and fronting of the tongue can be combined simultaneously in a sec-
ondary articulation, e.g. [t¥].

Consonants formed with two major constrictions. In a number of lan-
guages of Africa (Yoruba, Nupe, Konni, Kuku and others), as well as some
languages of New Guinea (Amele), there are consonants typically tran-
scribed as kp, gb, pm, which are phonologically single consonants pro-
duced with two (virtually) simultaneous complete constrictions, one at
the lips and the other formed by raising the body of the tongue to the soft
palate, as in the production of a velar. Occasionally, to make clear that this
is a single consonant, a “tie” character is written over the two compo-
nents, viz. k}), gb. This would be especially necessary in a language like
Eggon, which phonetically distinguishes the consonant cluster k+p, g+b
from single consonants with simultaneous labial and velar constrictions,
for example [kApu] ‘die’ with a single consonant at the beginning versus
[kpu] ‘kneel’ with a cluster; [gT)u] ‘arrive’ with a labiovelar, and [gba]
‘divide’ with a cluster of a velar followed by a labial.

If consonants can be formed by simultaneously combining both com-
plete labial and velar constrictions, one would reasonably expect there to
exist other such consonants with lingual and velar constrictions, or lin-
gual and labial constrictions. In fact, clicks such as lateral [||], alveolar [!],
palatoalveolar [#] or dental [|] which are found in Khoisan language such
as 1X6o and Khoekhoe (Namibia) or southern Bantu languages such as
Zulu and Xhosa (South Africa) are exactly such lingual-velar consonants.
These consonants are formed by raising the back of the tongue to form a
constriction at the velar place of articulation, and raising the tip or blade
of the tongue to make an appropriate constriction on the palate. The mid-
dle of the tongue is lowered, creating a vacuum. When the lingual con-
striction is released, a very loud noise results, which is the typical sound
of a click. Finally, lingual-labial consonants, i.e. ffa, which involve simulta-
neous complete constrictions with the tongue and lips, are found in the
New Guinean language Yeletnye.

2.2.2 Manner of articulation

Stops, fricatives and affricates. Largely independent of the place where a
consonant’s constriction is formed, the manner in which the constriction
is formed can be manipulated in various ways. If a constriction is formed
which completely blocks the flow of air, the resulting sound, such as t, is
called a stop. A consonant can also be produced by forming a narrow con-
striction which still allows air to pass through the vocal tract, resulting in
noise at the constriction, and such consonants, for example s and v, are
called fricatives. A combination of complete constriction followed by a peri-
od of partial constriction is termed an affricate, as in ¢. From a phonetic
perspective, such consonants can generally be thought of as a sequence of a
stop plus a fricative at the same place of articulation (a homorganic
sequence). From a phonological perspective, they function as single-stop
consonants, and are considered to be a particular kind of stop consonant,
one with an affricated release. Even from a phonetic perspective, the
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characterization of affricates as sequence of stop plus fricative is not com-
pletely adequate, since there are cases where there is a phonetic differ-
ence between stop plus fricative, versus affricate. The most well-known
case of this type is Polish, which contrasts the affricate [C] versus the stop-
plus-fricative sequence [tS] in the words [¢i] ‘Whether’ versus [tSi] ‘three’.

Liquids, glides and approximants. Additionally, languages typically
have some kind of liquid consonants, a class of consonants involving the
blade or tip of the tongue in their production. The typical examples of lig-
uids are [r] and [1]. The symbol [r] is generally used to refer to “trilled r” as
found in Italian. The variety of r used in American English is, phonetical-
ly speaking, a glide or approximant, which is a segment involving very
little constriction in the vocal tract, and would be transcribed as [1]. Some
languages also have a type of r which is produced by quickly tapping the
tongue against the alveolar ridge: this flapped r would be transcribed as
[r]. English actually has this segment, which is a phonetic variant of [t/ and
/d] in words such as motto which is phonetically [morow]. The flapped vari-
ant of [t, d] is also often transcribed as [p]. The uvular r found in French,
German and the Bergen dialect of Norwegian is transcribed as [r]. Vowels,
liquids, glides and nasals are usually grouped together as sonorants.
Chapter 6 discusses the physical basis for that grouping.

Laterals. Consonants produced with the blade of the tongue may be pro-
duced in such a way that air flows over the sides of the teeth, and such
consonants are referred to as laterals. English | is an archetypical example
of a lateral; languages can have lateral fricatives such as voiceless [1] (also
transcribed [t]) which appears in Welsh, Lushootseed, Zulu and Xhosa, and
voiced [B] found in Zulu and Xhosa, affricates such as [\] (also transcribed
[t]]) found in many languages of the Pacific Northwest, and lateral clicks
such as [|l].

Nasalization. There are other phonetic properties which relate to the
manner in which consonants are produced, apart from the location of
the constriction. One such modification, which we have already consid-
ered since it is applicable to vowels, is nasalization. Consonants such as
[m,n,fi,p] are the archetypical nasals; however, one can produce other
nasal consonants (or “nasalized” consonants) by lowering the velum dur-
ing the production of the consonant. Such nasalized consonants are
rare, due to the fact that it is quite difficult to distinguish them from
their oral counterparts, but nasalized versions of fricatives and approxi-
mants such as [h], [B], [V], [y]. [r], []] do exist in the world’s languages.
Nasalized fricatives are extremely rare, but the fricative [V] is attested in
the Angolan Bantu language Umbundu (Schadeberg 1982), and voiceless
nasal fricatives are found in Coatzospan Mixtec of Mexico (Gerfen 1999).
It is also claimed that various languages have “prenasalized” conso-
nants, transcribed ™b, "d, "g, but it is controversial whether these are
truly single segments, and not just clusters of nasal plus consonant, i.e.
mb, nd, pg.
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2.2.3 Laryngeal properties

Different actions of the larynx result in a considerable number of conso-
nantal distinctions. The following examples illustrate the major conso-
nant differences which are due to the action of the larynx.

(14) p t k unaspirated voiceless
b d g unaspirated voiced
p" th Kt aspirated voiceless
b'~bi~pi  d'~dhi~d" g"~gi~g"  aspirated voiced
P t K ejective
5} d d implosive

Voiced stops are produced with vibration of the vocal folds during their
production, whereas voiceless stops are produced with no such vocal fold
vibration. Voiceless aspirated stops differ from voiceless unaspirated stops
by the presence, in aspirated stops, of a significant delay between the
moment when the constriction for the consonant is released and the
moment when voicing begins. Such sounds are typically perceived as hav-
ing a “puff of air” at their release, due to the high volume of air flow dur-
ing their production. Voiced aspirated consonants, on the other hand,
maintain vocal fold vibration, but also are produced with spread vocal
folds, resulting in high air flow and a “murmured” quality. Implosives and
ejectives are produced by one basic glottal gesture, but they are differen-
tiated in terms of supplementary laryngeal actions. In the case of ejec-
tives, the glottis is first constricted, then the larynx is raised resulting in
high pressure in the vocal tract behind the main consonantal constric-
tion; when that constriction is released, a loud high-pitched popping
sound results. In the case of implosives, the glottis is also constricted, but
is then lowered resulting in a vacuum within the oral cavity. When the
constriction is released, a dull, lower-pitched resonance results.

A final property of stop consonants, partially related to laryngeal activity,
is the property of release. In some languages, stop consonants in certain posi-
tions (before other consonants or at the end of a word) are produced without
audibly releasing the consonantal constriction. This property of consonants
is notated with the symbol [']. In American English, voiceless consonants,
especially t, are often unreleased at the end of the word, and thus hit may be
realized phonetically as [hit"]. This generally involves cutting off the flow of
air at the glottis during or somewhat before the time when the consonant
closure is made. When pronounced with release, as [hut], there is a brief
burst of noise as the consonant constriction is released and air begins to flow
again, which sounds like aspiration.

2.2.4 Syllabicity

A further phonetic property of consonants that may be transcribed is
whether the consonant is syllabic. There is a phonetic difference between
the n of American English cotton and that of con: the n of cotton is syllabic,
whereas the n of con is nonsyllabic. A syllabic consonant is indicated by
placing a vertical tick under the consonant, so cotton is transcribed [ka?n]
and con is transcribed [kan]. There is no simple definition of “syllabic
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consonant” versus “nonsyllabic consonant,” save that a syllabic consonant
forms the peak of a syllable and a nonsyllabic consonant does not. Given
that cotton has two syllables, and taking it for the moment to be a princi-
ple that every syllable has a peak, then n must be the peak of the second
syllable in cotton. The main phonetic correlate of the distinction between
syllabic and nonsyllabic consonant is duration, where syllabic consonants
are generally longer than their nonsyllabic counterparts. Especially in
tone languages, syllabic consonants can have distinctive tone, for example
Hehe (Tanzania) [idage] ‘chase me!’.

Because the concept “syllabic consonant” depends on the notion “sylla-
ble,” we also need to consider the syllable itself, and how to indicate it in
a transcription. It is generally agreed that in English, the words spring,
sixths and Mike have one syllable, and osprey, happy and allow have two. The
syllable is made up of a contiguous sequence of segments, so the main
issue regarding syllables is where the syllable begins and ends. The con-
ventional symbol for marking the beginning and end of a syllable is a peri-
od, which can be unambiguously assigned in the monosyllabic words
[.sprin.], [.sitks6s.] and [.mayk.]. There is also no problem in deciding where
the syllable breaks are in [.0.1&w.]. However, in dealing with words having
certain clusters of consonants or certain stress patterns, the question
becomes more complicated. It would be reasonable to transcribe osprey
either as [.ds.pri.] or [.4.spri.] (whereas “[.dsp.ri.] would almost certainly be
wrong for any speaker of English), and research on the organization of syl-
lables has in fact proposed both [.h&.pi.| and [.h&p.i.] as transcriptions for
the word happy. Determining syllable boundaries is thus not trivial.

A number of sonorant consonants of English can be syllabic: [bap]] ‘bot-
tle’, [f1] ‘fur’, [lesn] ‘lesson.’ There is even a special phonetic symbol for syl-
labic [r], written either as [a+] or [3:]. Syllabic sonorants also exist in other
languages, such as Sanskrit, Serbo-Croatian, and many African languages.
Generally, one finds syllabic sonorants only between consonants, or
between a consonant and the beginning or end of a word. Thus in English,
final [r] is nonsyllabic when it is preceded by a vowel, as in [kar| ‘car,” and
syllabic when preceded by a consonant, as in [kapr| ‘copper.” One can
almost completely predict the difference between syllabic and nonsyllab-
ic sonorant in English from surrounding segments. However, in normal
speech American English [toreyn]| terrain is pronounced as [treyn] distinct
from train which is [treyn], and [palayt]| polite is pronounced as [playt]
which is different from [playt] plight. Still, the syllabic consonants can be
predicted by a rule in English. In some languages this is not possible: in
Serbo-Croatian the word groze ‘fear (genitive)’ has a nonsyllabic [r] before a
vowel and groce ‘little throat; larynx’ has syllabic [r] in the same context.
In Swahili, the word [mbuni] ‘ostrich’ has a nonsyllabic [m], and [mbuni]
‘coffee plant’ has a syllabic [m] in the same position.

2.2.5 Symmetry in consonants

There would be gaps in an otherwise symmetrical universal table of conso-
nants, were we to list all of the consonants found in human languages. In
some instances, the gap reflects physiological impossibility, such as the fact
that one cannot produce a nasal pharyngeal, analogous to velar nasal [p]
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but at a pharyngeal place of articulation. A nasal involves making a com-
plete obstruction at a given point of articulation and also requires air to
flow through the velum. In order to make a pharyngeal nasal, it would be
necessary to make a complete constriction at the pharynx. But since the
pharynx lies below the velum, no air can flow through the nasal passages if
the pharynx is totally constricted. However a nasalized pharyngeal contin-
uant, i.e. the consonant [§] produced with simultaneous nasal airflow,
would not be a physical impossibility, since that consonant does not require
complete constriction of the pharynx. In other cases, the gap indicates that
no such sound has been found, but there is no immutable physical reason
for such a sound not to exist. Thus bilabial affricates do not seem to be
attested, nor do plain nonaffricated alveopalatal stops, nor do nasalized
pharyngeal fricatives. Similarly, while pharyngealized consonants exist,
and rounded consonants exist, there are apparently no cases of consonants
which are both rounded and pharyngealized, though such segments are
not logically impossible. These lacunae may be an indication of a deeper
constraint on sound systems; however, it is also possible that these seg-
ments do exist in some language which has not been studied yet, since
there are many languages in the world which remain uninvestigated.

2.3 IPA symbols

The main difference between the preceding system of transcription and
the International Phonetic Alphabet (IPA) lies in differences in the symbols
used to transcribe vowels. The IPA system for transcribing vowels can be
described in terms of the following chart (when vowels are presented in
pairs, the first vowel in the pair is unrounded and the second is rounded).

(15) VOWELS

Close 1 1
IY

Closemid  Ew()—— 9540 ——Y 40
EnE— \G—J\ o]

a @&\ --—a

Where symbols appear in pairs, the one
to the right represents a rounded vowel,

The most important differences between the vowels of the two systems are
the following.

(16) IPA APA
(] 0 mid front rounded vowel
ce e ord open-mid front rounded vowel
(in APA, ce tends to imply a low vowel
whereas 3 represents a lax mid vowel)
Y dory lax front rounded vowel
front round vowel

<
[=t
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In the American tradition, fewer vowel distinctions are generally made, so
where IPA treats the members of the following sets as different vowels,
APA usage tends to treat these as notational variants of a single vowel. If a
distinction needs to be made in some language between nonback
unrounded vowels or low vowels, the appropriate IPA symbol will be called
upon. APA usage tends to treat [w], [#] and [i] as graphic variants, whereas
in IPA they have distinct interpretations.

(17) w = high back unrounded
i = high central unrounded
1 = high centralized unrounded (between i and #)

Where IPA systematically distinguishes the use of the symbols [& a ® a p],
APA usage typically only distinguishes front [@] and nonfront [a].

(18) @ = not fully open front unrounded
a = low front unrounded
e = not fully open central unrounded
a = low back unrounded
p = low back rounded vowel
(usually all of these are represented as [a] in American usage
except for [&] which represents front low unrounded vowels)

Another more significant difference between the two systems is the dif-
ference in terminology for classifying vowels: note that a three-way divi-
sion into high, mid and low vowels is assumed in the American system,
with subdivisions into tense and lax sets, whereas in the IPA, a basic four-
way division into close, close-mid, open-mid and open vowels is adopted,
where the distinction between close-mid [e] and open-mid [¢] is treated as
being on a par with the distinction between high [i] and close-mid [e]. High
lax vowels are not treated as having a distinct descriptive category, but are
treated as being variants within the category of high vowels.

IPA consonant symbols. The following IPA symbols, which are the most
important differences between IPA and APA symbols for consonants,
should be noted:

(19) IPA APA
j y palatal glide
y w front rounded glide
dsz j voiced alveopalatal affricate;
<j>is also used
tf ¢ voiceless alveopalatal affricate
) $ voiceless alveopalatal fricative
3 7 voiced alveopalatal fricative
n hl palatal nasal

$Z:LLnd.t szrnlndt retroflexs,zrln,dt
Iy £, D voiced alveolar flap
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ke 1, ¢ voiceless lateral fricative
1 I, 1 velarized 1

C K voiceless palatal stop

¢ x¥ voiceless palatal fricative
dl A voiced lateral affricate

tl A voiceless lateral affricate

This represents the current IPA standard. The IPA has developed over a
period of more than a hundred years, and has been subject to numerous
revisions. For example, in the 1900 version of the IPA, the symbols <iii 6 é
5 4> indicated central vowels, as opposed to their contemporary counter-
parts <u i © 9 g > (the diacritic [ 7] is still used to represent a vowel variant
that is closer to the center). The letters [F] and [v] were used for the voice-
less and voiced bilabial fricatives, in contrast to contemporary [¢] and [B]
(or [®] and [B], using the officially sanctioned letter shapes). In the 1914
version, the fricative trill (found in Czech) was transcribed as [f], in 1947
this was replaced with [r], and in contemporary useage, [r]| is used. The
high lax vowels have been transcribed with the symbols <t, 1> and <u, u, ®>
in the history of the IPA. In reading older works with phonetic transcrip-
tions, the student may thus encounter unfamiliar symbols or unfamiliar
uses of familiar symbols. The best solution to uncertainty regarding sym-
bols is to consult a reference source such as Pullum and Ladusaw 1986.

2.4 lllustrations with English transcription

To further illustrate these symbols, we consider the transcription of some
words of English, using a broad phonetic transcription, that is, one which
does not include a lot of predictable phonetic detail - the issue of pre-
dictable features of speech will be taken up in more detail in subsequent
chapters. Consider first the transcription of the words [kat] cut, [siys] cease
and [siK] sick. These examples show that phonetic [s] may be spelled in a
number of ways, and that the letter <c> in spelling may have a number of
phonetic realizations. The example [baks| box further makes the point that
one has to be careful of not inadvertently importing English orthography
into phonetic transcriptions. A transcription such as [bax] might be appro-
priate for the name of the composer Bach (since many people do pro-
nounce the name with a velar fricative, as it is pronounced in German),
but otherwise (barring careful transcriptions of casual speech where k is
actually pronounced as the fricative [x] in some contexts), [x] does not
occur in (standard American) English - it would be appropriate for tran-
scribing Scots Loch [10x].

Examples like [sig] sing, [stpgyolr] singular, [angluwd| unglued, [sigk] sink
and [dwpiy| dinghy show that <ng> may represent a single segment [g] or a
sequence [pg] or [ng|, and that [p] need not be spelled <ng>. In the word
[fonepik] phonetic, there may be some temptation to transcribe the word
with the full vowel [o] in the first syllable. This is (almost always) a spelling
pronunciation - the first unstressed vowel is pronounced as schwa ([2]) in
American English.
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The vowel [e] in words such as same in English is noticeably different
from the pronunciation of [e] in French, Spanish, Italian, or German. In
English, the “pure” vowels [e], [0], [i] and [u] do not exist by themselves, and
are always combined with a glide of similar phonetic quality, forming
what is referred to as a diphthong. Thus the transcriptions [seym] same,
[town] tone, [tiym] team and [tuwn] tune are more phonetically accurate
characterizations of the pronunciations of these words. These diphthongs
are sometimes also written as [ei], [ou], or [e1], [ou]. The glide element is
also frequently omitted, since it can be predicted by a rule, and thus these
words might also be transcribed as [sem], [ton], [tim], and [tun]. However,
in [teewn] (or [tawn], depending on which dialect you speak) town, [taym]
time and [toy]] toil, the glide element of the diphthong is not predictable
by rule and must be included in any transcription.

In the words [riypiy] reading and [skeypuy| skating, both orthographic <t>
and <d> are pronounced the same, with the flap [p|. Some dialects of
English maintain a phonetic difference between riding and writing, either
via a difference in vowel length ([ra:ypip]| riding vs. [raypip] writing) and/or
by a vowel quality difference ([raypiy| riding vs. [raypig| writing).

The word [hrt] hurt has a “vowel” - a syllable peak — which is essentially
equivalent to the consonant [r]. Sonorant consonants can function as vow-
els, thus this “vowel” is referred to as “syllabic r,” as indicated by a tick
under the consonant. The IPA provides a separate symbol for this particu-
lar sound: [2¢]. Similarly, English has syllabic [1] as in [p@Dl] paddle, syllab-
ic [n] as in [bA?n] button, and syllabic [m] as in [skizm] schism (which have
no separate IPA symbols). Sometimes the syllabic sonorants are tran-
scribed as the combination of schwa plus a consonant, as in [hort]|, [pedal],
[ba?on] and [skizom]. It is possible that there are some dialects of English
where these words are actually pronounced with a real schwa followed by
a sonorant, but in most dialects of American English, they are not pro-
nounced in this way (this is particularly clear if you compare the pronun-
ciation of such English words with that of other languages which do have
clear phonetic [on], [or] sequences). In addition, as we will discover when
we discuss the rule for glottal stop in English, the presence of glottal stop
in [bA?n| can only be explained if there is no schwa before the sonorant.

Summary Because phonology views speech sounds symbolically, knowledge of the

system of symbols for representing speech is a prerequisite to doing a
phonological analysis. It is also vital to know the phonetic parameters
for describing the sounds of human languages which have been present-
ed here. The main characteristics of vowels involve fronting of the tongue
(front, central and back), rounding, and vowel height (high, mid and low, with
tense and lax variants of high and mid vowels). Other properties of vowels
include stress, tone (including downstep and upstep) and the phonation
types creaky and breathy voice. Primary consonantal places of articula-
tion include bilabial, labiodental, dental, alveolar, alveopalatal, retroflex,
palatal, velar, uvular, pharyngeal and laryngeal. These may be supplemented
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by vowel-like secondary articulations including palatalization, velariza-
tion, pharyngealization and rounding. Consonants may be produced
with a number of constriction and release types, and may be stops, frica-
tives or nasals, and stop consonants may be unreleased or released, the
latter type allowing plain versus affricate release. Differences in the
laryngeal component for consonants include voicing and aspiration, and
the distinction between ejectives and implosives. Vowels and consonants

may also exploit differences in nasalization and length.

Appendix 1: Phonetic symbols (APA)

Vowels
tense [ 1| i ] T w | high !
lax 1 1
tense - E _______________ F R '\7 _____________ :
lax € A mid |
e [T ae || [ a | e
Front Central Back
unrounded unrounded unrounded
ense [0 | w | T u [T Thign
lax o v i
ense |0 | ] o |7 TTTTTTITT o [TTTTTT '
LR I R S ISR B S me i
“ |\ D [ __lw 1
Front Central Back
rounded rounded rounded
Vowel diacritics
a nasalized 3,4, mid tone 4 high tone
a creaky a: long a low tone
4,'a primary stress a breathy a  superlow tone
e superhigh tone a,a secondary stress
Consonants
vcls  vcls vcls ved  ved ved nasal
stop affricate fricative stop affricate fricative
bilabial P (p*) ¢ b (b B m
labiodental pf f b v n
dental t t? 0 d d° ) n
alveolar t t s d d* zZ n
alveopalatal ¢ N i z il
retroflex t t* S d d* Z n
palatal c (cf) ¢ } ) J il
velar k k* X g g’ Y 0
uvular q qX X G GY, G* Y B 0, N
pharyngeal h q
laryngeal ? h f
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clicks: o labial |  dental
I lateral ! alveolar
#  postalveolar

implosives: 6 d d
liquids: r  trill or tap r,p flap I approximant
{  voiceless lateral B voiced lateral 1 lateral
spirant spirant approximant

A palatal lateral N lateral affricate

glides: w labiovelar y palatal W labiopalatal

Consonant diacritics

p’ palatalized p¥ rounded
p" velarized P’ pharyngealized
p¥ rounded and fronted t retroflex
p" aspirated voiceless b"-bf  aspirated voiced
P’ ejective p' unreleased
m  syllabic m voiceless
Vowels
Front Central Back
Close ] o Yy et Wel
1Y (3]
Closemid — €'w @) -——;\9 —X¥¢0
]
Open-mid Ew(E— S\G— AsD

x B
Open av@E—\ qep
‘Where symbaols appear in pairs, the one
to the right represents a rounded vowel.

Consonants
Bilabial | Labiodental| Dental IAIveoln IP«mnlveohr Uvular
i td td q G
Nasal m  m n n N
Trill B T R
r T
z[J]3 (s z|¢ ] XK
5t
1 1 J o
1 1 Al L

Where symbols appear in pairs, the one to the right represents a voiced consonant. Shaded areas denote articulations judged impossible.
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Further reading
International Phonetic Association 1999; Ladefoged and Maddieson 1996; Ladefoged 20014, b; Pike 1947;
Pullum and Ladusaw 1986; Smalley 1964.
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5 Allophonic
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PREVIEW

This chapter begins the analysis of phonological processes.

KEY TERMS You will:
ou will:

allophone ¢ learn of predictable variants of basic sounds in English

phoneme ¢ learn about the concepts “phoneme” and “allophone”

Qo)) Ellliels 8 ¢ discover that similar relations between sounds exist in
distribution other languages

contrast ¢ begin to learn the general technique for inducing

distinctiveness phonological rules from data that come from a language
which you do not know

¢ be introduced to the formalization of phonological rules

/
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While a phonetically accurate representation of pronunciation is useful to
phonology, the focus of phonology is not transcription of words, but is
rather the mental rules which govern the pronunciation of words in a
given language. Certain facts about pronunciation simply cannot be pre-
dicted by rule, for example that in English the word sick is pronounced
[stk] and sip is pronounced [sip]. Hence one fundamental component of a
language is a lexicon, a list of words (or morphemes - parts of words),
which must provide any information which cannot be predicted by rules
of the language. However, much about the pronunciation of words can be
predicted. For example, in the word tick the initial voiceless consonant t is
phonetically aspirated, and is phonetically transcribed [t™k]. This aspira-
tion can be demonstrated visually by dangling a tissue in front of the
mouth when saying the word: notice that when you pronounce t, the tis-
sue is blown forward. In comparison, t in the word stick is not aspirated
(thus, the tissue is not blown forward), so this word is transcribed as [stik].
This fact can be predicted by rule, and we now consider how this is done.

3.1 English consonantal allophones

While the physical difference between t and t" in English is just as real as
the difference between t and d, there is a fundamental linguistic differ-
ence between these two relationships. The selection of t versus d may con-
stitute the sole difference between many different words in English: such
words, where two words are differentiated exclusively by a choice between
one of two segments, are referred to as minimal pairs.

(1) [d] [t] [d] (t]
dire tire do two
Dick tick had hat
said set bend bent

The difference between [t] and [d] is contrastive (also termed distinctive)
in English, since this difference - voicing - forms the sole basis for distin-
guishing different words (and thus, [t] and [d] contrast).

The choice of a voiceless aspirated stop such as [t] versus a voiceless
unaspirated stop such as [t], on the other hand, never defines the sole
basis for differentiating words in English. The occurrence of [t] versus [t"]
(also [K] versus [K?], and [p] versus [p"]) follows a rule that aspirated stops
are used in one phonological context, and unaspirated stops are used in
all other contexts. In English, [t] and [t"] are predictable variants of a sin-
gle abstract segment, a phoneme, which we represent as [t/. Predictable
variants are termed allophones - the sounds are in complementary
distribution because the context where one variant appears is the
complement of the context where the other sound appears. As we have
emphasized, one concern of phonology is determining valid relations
between surface phonetic segments and the abstract mental constructs,
the phonemes, which represent the unity behind observed [t]~[t"] etc. The
implicit claim is that despite physical differences, [t] and [t"] (also [k] and
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[k", [p] and [p"]) are in a fundamental sense “the same thing”: reducing
physically realized [t t" k k" p p"] to /t k p/ and supplying the information
“realised as [t] vs. [t"]” recognizes these regularities.

3.1.1 Aspiration

We will turn our attention to rules of pronunciation in English, starting
with aspiration, to see what some of these regularities are. In the first set
of words below, the phonemes [p, t, k| are aspirated whereas they are not
aspirated in the second set of words.

(2) Aspirated stops

pool [pPuwl] tooth [Puwe] coop [Kruwp]
pit [p"t] tin ["in] kill (KM
apply [op™lay] atomic  [ot"amik] account [ok"zwnt]
prawn  [p"ran] truth [t"ruwb]  crab [K'raeb]
pueblo  [p"weblow] twine  [t'wayn]  quill [KPwal]
play [p"ley] clay [Khley]
puce [pyuws] cube [Kryuwb]

(3) Unaspirated stops

spool [spuwl] stool [stuwl]] school [skuwl]

spit [sptt] stick [stik] skid [skud]

sap [sep] sat [seet] sack [seek]

spray [sprey]| stray [strey] screw [skruw]
split [splt] sclerosis [sklorowsts]
spew [spyuw] skew [skyuw]

The selection of an aspirated versus an unaspirated voiceless stop is deter-
mined by the context in which the stop appears. Aspirated stops appear at
the beginning of a word, whereas unaspirated stops appear after [s|; aspi-
rated stops appear before a vowel or a sonorant consonant, whereas
unaspirated stops appear at the end of a word. This collection of contexts
can be expressed succinctly by referring to the position of the consonant
in the syllable: aspirated stops appear at the beginning of the syllable and
unaspirated stops appear elsewhere.

We assume that the voiceless stops are basically unaspirated in English,
and explain where aspirated segments appear by having a rule that
assigns aspiration to voiceless stops, when the stop is at the beginning of
the syllable: the rule can be stated as “voiceless stops become aspirated at
the beginning of a syllable.” We don’t need a second special rule to derive
unaspirated stops in other environments, because that follows directly
from our assumption that the basic or underlying form of the voiceless
stops in English is unaspirated, and they will therefore be pronounced as
such unless they are specifically changed by a rule. We investigate the idea
of underlying representations in greater detail in chapter 4.

Actually, the issue of aspiration in English is a bit more complex. Notice
that in the following words, [p], [t] and [k] in the middle of the word are
not aspirated, even though the consonant is between vowels or syllabic
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sonorants — between syllable peaks — and therefore is presumably at the
beginning of a syllable.

(4) hepiy happy K'&mpiy camping hélpuy helping
1Akiy lucky sAkr sucker sdltiy salty

Compare these words with seemingly analogous words where there
is aspiration on the stop between vowels, such as [ot"&k] attack,
[okytdwmyoleyt] accumulate, [1éyt"ks| latex, [op"éndiks] appendix. The
important difference in these words is the location of stress. In all of the
words in (4), where a voiceless consonant is not aspirated in syllable-initial
position, the consonant is followed by an unstressed vowel. In other
words, these data force us to refine our statement of the rule for assign-
ment of aspiration, to be “voiceless stops become aspirated at the begin-
ning of a stressed syllablea.”

Alternations involving aspiration. The dependence of aspiration on the
location of stress leads to discovering further evidence for an aspiration
rule. Certain word-formation processes in English change the location of
stress, for example in ‘atom’ the stress is on the first syllable of the root
and in the related adjective ‘atomic’ the stress is on the second syllable.
The pairs of words in (5) further illustrate the property of stress shifting,
where the verbs on the left have stress on the second syllable of the root
but the nouns derived from these verbs on the right have no stress on the
second syllable.

(5) [op"ldy] apply [&plokéy3n] application
[sop"owz] suppose [sApazisn] supposition
[o"kwdyr] acquire [Ekwozisn] acquisition

As predicted by our rule for aspiration, the phonetic presence or absence
of aspiration on the medial stop of the root may alternate within a given
root, according to where the stress appears in the root.

Another set of examples involves the word-formation process adding -ee
to a verb, to form a noun referring to the direct object of the action. That
suffix must be stressed, unlike the subject-nominalization suffix -er.

(6) Verb Subject noun Object noun
[grént] [greéntr] [grant™i] grant
[$ift] [§iftr] [S16t] shift
[hélp] (hélpr] [h&lphi] help
[E"6wi] [P 6wii [EPowl] choke
[strayk] [straykr] [strayk™] strike
[ot"aK] [othakr] [otPaKkM] attack

Again, as our rule predicts, when the stress shifts to the suffix vowel,
the pronunciation of the preceding consonant changes to become
aspirated.
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Pronunciation of novel utterances. Not only does the existence of this
aspiration rule explain why all voiceless stops are aspirated at the begin-
ning of a stressed syllable in English words, it also explains facts of lan-
guage behavior by English speakers outside the domain of pronouncing
ordinary English words. First, when English speakers are faced with a
new word which they have never heard before, for example one coming
from a foreign language, voiceless consonants will be aspirated or
unaspirated according to the general rule for the distribution of aspira-
tion. The pronunciation of unfamiliar foreign place names provides
one simple demonstration. The place names Stord (Norway) and Palma
(Mozambique) will be pronounced by English speakers as [stord] and
[pPalmo], as predicted by the aspiration rule. The name Stavanger
(Norway) may be pronounced many ways - [stové&pr|, [st&vonjr],
[stovén]r], [st&vopnr] and so on, but consistently throughout this varia-
tion, the [t/ will remain unaspirated because of its position in the sylla-
ble. In the English pronunciation of Rapallo (Italy), stress could either be
in the first syllable in [r&poalo], with no aspiration because [p/ is at the
beginning of an unstressed syllable, or on the second syllable as in
[rop"dlo] - again the choice of aspirated versus unaspirated consonant
being determined by the rule of aspiration.

Second, when English speakers attempt to learn a language which does
not have the same distribution of aspirated and unaspirated consonants
as in English, they encounter difficulties in pronunciation that reflect the
effect of the rule of aspiration. Hindi has both aspirated and unaspirated
voiceless stops at the beginning of syllables, as well as after [s|. Words such
as [p"al] ‘fruit’ and [stan] ‘breast’ are not difficult for English speakers to
pronounce; accurate pronunciation of [pal] ‘want’ and [st"al] ‘place’ on the
other hand are. This is due to the fact that the rule of aspiration from
English interferes in the pronunciation of other languages.

Finally, even in native English words, unaspirated stops can show the
effect of the aspiration rule in hyper-slow, syllable-by-syllable pronuncia-
tion. Notice that in the normal pronunciation of happy [h&piy], only the
first syllable is stressed and therefore [p] remains unaspirated. However, if
this word is pronounced very slowly, drawing out each vowel, then both
syllables become stressed, and as predicted the stop p is aspirated — [he:;|
... [pM::y]. All of these facts are explained by one simple hypothesis, that
in English the occurrence of aspiration on stops derives from applying a
rule.

3.1.2 Flapping

We now turn to another rule. A phonetic characteristic of many North
American dialects of English is “flapping,” where [t/ and |d/ become the
flap [p] in certain contexts, for example in [wdpr| water. It is clear that
there is no contrast between the flap |[p] and any other consonant of
English: there are no minimal pairs such as hypothetical [hit] and “[hwp],
or “[batr] and [bopr], whose existence would establish that the flap is a dis-
tinct phoneme of English. Moreover, the contexts where the flap appears
in English are quite restricted. In our previous examples of nonaspiration
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in the context vCv in (4) and (5), no examples included [t] as an intervocalic
consonant. Now consider the following words:

(7) a. wdapr  water wéyDr waiter; wader
#£pm  atom; Adam #potiliwd  attitude
b. hit hit hipwy hitting
pot put poDpLY putting
sét set sépiy setting

In (7a) orthographic <t> is phonetically realized as the flap [D] in the context
V_V, that is, when it is followed by a vowel or syllabic sonorant - represented
as V - and preceded by a stressed vowel or syllabic sonorant. Maybe we have
just uncovered an orthographic defect of English, since we have no letter for
a flap (just as no letter represents /6] vs. /3/) and some important distinctions
in pronunciation are lost in spelling. The second set of examples show even
more clearly that underlying ¢t becomes a flap in this context. We can con-
vince ourselves that the verbs [htt], [put] and [set] end in [t], simply by looking
at the uninflected form of the verb, or the third-person-singular forms [htts],
[puts] and [sets], where the consonant is pronounced as [t]. Then when we
consider the gerund, which combines the root with the suffix -1y, we see
that [t/ has become the flap [D]. This provides direct evidence that there must
be a rule deriving flaps from plain /t/, since the pronunciation of root mor-
phemes may actually change, depending on whether or not the rule for flap-
ping applies (which depends on whether a vowel follows the root).

There is analogous evidence for an underlying [t/ in the word [&pm]
atom, since, again, the alveolar consonant in this root may either appear
as [t"] or [D], depending on the phonetic context where the segment appears.
Flapping only takes place before an unstressed vowel, and thus in [&tm/
the consonant [t/ is pronounced as [p]; but in the related form [ot"dmuK]
where stress has shifted to the second syllable of the root, we can see that
the underlying [t/ surfaces phonetically (as an aspirate, following the
previously discussed rule of aspiration).

We may state the rule of flapping as follows: “an alveolar stop becomes
a flap when it is followed by an unstressed syllabic and is preceded by a
vowel or glide.” It is again important to note that the notion of “vowel”
used in this rule must include syllabic sonorants such as [r] for the pre-
ceding segment, and [r] or [m] for the following segment. Flapping is not
limited to the voiceless alveolar stop [t/: underlying /d/ also becomes [D] in
this same context.

(8) Base verbs ‘One who V-s’ ‘V-ing’
bid bipr bibwy bid
hdyd hdypr hdypuy hide
wéyd wéyDr wéyDLy wade

3.1.3 Glottal stop
There is one context where flapping of [t/ does not occur when preceded by
a vowel and followed by an unstressed syllabic segment (vowel or syllabic
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sonorant), and that is when [t/ is followed by a syllabic [n]. Consider, first,
examples such as [bA?n] button and [ka?n] cotton. Instead of the flap that we
expect, based on our understanding of the context where flapping takes
place, we find glottal stop before syllabic [n]. Consider the following pairs
of words:

(9) |[rat] rot [ra?n] rotten
[hayt] height [hay?n] heighten
[layt] light [lay?n] lighten
[feet] fat [fe?n] fatten

The bare roots on the left show the underlying [t/ which has not changed
to glottal stop, and on the right, we observe that the addition of the suf-
fix /n/ conditions the change of [t/ to [?] in the context V_n, i.e. when t is
preceded by a stressed vowel and followed by an alveolar nasal. Words like
[€pm| atom show that the glottal stop rule does not apply before all nasals,
just alveolar nasals.

Finally, notice that in casual speech, the gerundive suffix -1y may be
pronounced as [n]. When the verb root ends in [t/, that [t/ becomes [?] just
in case the suffix becomes [n], and thus provides the crucial context
required for the glottal stop creation rule.

(10) Base verb Careful speech Casual speech
his hisip hisn
rat rabiy ratn
flowt flowpiy flow?n

In the examples considered so far, the environment for appearance of glot-
tal stop has been a following syllabic [n]. Is it crucial that the triggering
nasal segment be specifically a syllabic nasal? We also find glottal stop
before nonsyllabic nasals in words such as Whitney [mt?niy| and fatness
[fee?nos], which shows that the t-glottalization rule does not care about
the syllabicity of the following nasal. The presence of glottal stop in these
examples can be explained by the existence of a rule which turns [t/ into
glottal stop before [n] or [n]. Notice that this rule applies before a set of seg-
ments, but not a random set: it applies before alveolar nasals, without
mention of syllabicity. As we will repeatedly see, the conditioning context
of phonological rules is stated in terms of phonetic properties.

3.2 Allophony in other languages

Allophonic rules of pronunciation are found in most human languages, if
not indeed all languages. What constitutes a subtle contextual variation
in one language may constitute a wholesale radical difference in phonemes
in another. The difference between unaspirated and aspirated voiceless
stops in English is a completely predictable, allophonic one which speak-
ers are not aware of, but in Hindi the contrast between aspirated and
unaspirated voiceless consonants forms the basis of phonemic contrasts,
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e.g. [pal] ‘want’, [p"al] ‘fruit.’ Unlike the situation in English, aspiration in
Hindi is an important, distinctive property of stops which cannot be sup-
plied by a rule.

1 and d in Setswana. The consonants [l] and [d] are clearly separate
phonemes in English, given words such as lie and die or mill and mid.
However, in Setswana (Botswana), there is no contrast between [l] and [d].
Phonetic [l] and [d] are contextually determined variants of a single
phoneme: surface [l] appears before nonhigh vowels, and [d] appears
before high vowels (neither consonant may come at the end of a word or
before another consonant).

(11) lefifi ‘darkness’ loleme ‘tongue’
selepe ‘axe’ molomo ‘mouth’
xobala ‘to read’ mmadi ‘reader’
lerumo ‘spear’ xonala ‘to marry’
loxadima ‘lightning flash’ dijo ‘food’
dumela ‘greetings’ feedi ‘sweeper’
lokwalo ‘letter’ Kudu ‘tortoise’
mosadi ‘woman’ podi ‘goat’
badisa ‘the herd’ hudi ‘wild duck’

Setswana has a rule which can be stated as “/I/ becomes [d]| before high
vowels.”

(12) 1—d/ _high vowel

This statement introduces the standard formalism for giving rules
which will be used in the book. Rules generally take the form “A—
B/C_D,” where A, C, D are variables that stand for classes of sounds
(single segments like [1] or [d], or phonetic classes such as “high vowel”),
and B describes the nature of the change, either a phonetic parameter
such as “voiceless” or “nasal,” or simply a specific segment like [d]. The
conditioning context might involve only a preceding element in which
case “D” would be null, it might involve only a following element in
which case “C” would be null, or the applicability of the rule might
depend on both what precedes and what follows. The arrow means
“becomes,” the slash means “in the environment” where the context is
what follows the slash. The dash indicates the position of the affected
segment in the relevant environment, so the environment ‘C__D’ means
“when the affected segment is preceded by C and followed by D.” Thus,
rule (12) says “I becomes d when it stands before a high vowel” (and it
does not matter what precedes I, since the rule says nothing about what
precedes).

An equally accurate and general statement of the distribution or [1] and
[d] would be “/d/ becomes [l] before nonhigh vowels.”

(13) d —1/ _ nonhigh vowel
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There is no evidence to show whether the underlying segment is basically
/1] or [d] in Setswana, so we would be equally justified in assuming either
rule (12) or rule (13). Sometimes, a language does not provide enough
evidence to allow us to decide which of two (or more) analyses in correct.

Tohono O’odham affricates. In the language Tohono O’odham (formerly
known as Papago: Arizona and Mexico), there is no contrast between [d]
and [j], or between [t] and [¢]. The task is to inspect the examples in (14)
and discover what factor governs the choice between plain alveolar [d, t]
versus the alveopalatal affricates [j, ¢]. In these examples, word-final sono-
rants are devoiced by a regular rule which we disregard, explaining the
devoiced m in examples like [wahCum]

(14) jihsk ‘aunt’ do?a?k ‘mountain’
Cuili ‘corner’ Cwwa?gi ‘clouds’
wahéum ‘drown’ taht ‘foot’
Jjuwuwhkoh ‘cut hair’ ?ahida?k ‘year’
tonom ‘be thirsty’ hwhtahpspcy ‘make it 5’
huwjulj ‘self’ ¢ihkpan ‘work’
stahtonom:ah ‘thirsty times’ ?i:da ‘this’
muwdwdam ‘runner’ tohnt) ‘degenerate’
todsid ‘frighten’ Cwposid ‘brand’
gahtwi ‘to shoot’ Cwhci ‘name’
gw?wdta ‘get big’ jumali ‘Tlow’
tobidk ‘White Clay’ wa?rjiwih ‘swim’
spadmahkam ‘lazy one’ jultw ‘rabbits’

We do not know, at the outset, what factor conditions the choice of [t, d]
versus [C, j] (indeed, in the world of actual analysis we do not know in
advance that there is any such relationship; but to make your task easier,
we will at least start with the knowledge that there is a predictable rela-
tionship, and concentrate on discovering the rule governing that choice).
To begin solving the problem, we explore two possibilities: the triggering
context may be the segment which immediately precedes the consonant,
or it may be the segment which immediately follows it.

Let us start with the hypothesis that it is the immediately preceding seg-
ment which determines how the consonant is pronounced. In order to organ-
ize the data so as to reveal what rule might be at work, we can simply list the
preceding environments where stops versus affricates appear, so h__ means
“when [h] precedes” - here, the symbol ‘# represents the beginning or end of
aword. Looking at the examples in (14), and taking note of what comes imme-
diately before any [t, d] versus [C, j], we arrive at the following list of contexts:

Since both types of consonants appear at the beginning of the word, or
when preceded by [h] or [w], it is obvious that the preceding context cannot
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be the crucial determining factor. We therefore reject the idea that the
preceding element determines how the phoneme is pronounced.

Focusing next on what follows the consonant, the list of contexts cor-
related with plain stops versus affricates is much simpler.

(16) [t,d]: _o, _a, _a, _#, _s, _t, _Kk, _m, _w

[é’ j]: —i’ —i’ _u’ —161’ _lII

°

’ s 9 L

Only the vowels [i, u, w] (and their devoiced counterparts) follow [C] and [j],
and the vowels [a, o] follow [t] and [d]. Moreover, when no vowel follows, i.e.
at the end of the word or before another consonant, the plain alveolar
appears (taht, todsid). The vowels [i, u, w] have in common the property that
they are high vowels, which allows us to state the context for this rule very
simply: [t/ and [d become alveopalatal affricates before high vowels, i.e.

(17) alveolar stop — alveopalatal affricate | _ high vowel

The retroflex consonant [d] does not undergo this process, as seen in
[mwdwdam].

This account of the distribution of alveolars versus alveopalatals assumes
that underlyingly the consonants are alveolars, and that just in case a high
vowel follows, the consonant becomes an alveopalatal affricate. It is impor-
tant to also consider the competing hypothesis that underlyingly the con-
sonants are alveopalatals and that they become alveolars in a context which
is complementary to that stated in rule (17). The problem with that hypoth-
esis is that there is no natural statement of that complementary context,
which includes nonhigh vowels, consonants, and the end of the word.

nonhigh V
(18) alveopalatal affricate — alveolar stop [ _ C
#

The brace notation is a device used to force a disjunction of unrelated con-
texts into a single rule, so this rule states that alveopalatal affricates
become alveolar stops when they are followed either by a nonhigh vowel,
a consonant, or are at the end of the word, i.e. there is no coherent gen-
eralization. Since the alternative hypothesis that the consonants in ques-
tion are underlyingly alveopalatals leads to a much more complicated and
less enlightening statement of the distribution of the consonants, we
reject the alternative hypothesis and assume that the consonants are
underlyingly alveolar.

Obstruent voicing in Kipsigis. In the Kipsigis language of Kenya, there
is no phonemic contrast between voiced and voiceless obstruents as there
is in English. No words are distinguished by the selection of voiced versus
voiceless consonants: nevertheless, phonetic voiced obstruents do exist in
the language.
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(19) kuur ‘calll ke-guur ‘to call’
pok-ta ‘dog’ pog-iik ‘dogs’
ke-tep ‘request’ i-teb-e ‘you are requesting’
ker ‘look at!’ ke-ger ‘to look at’
put ‘break up!’ ke-but ‘to break up’
poor ‘thresh maize!”  ke-boor ‘to thresh maize’
pelyep-ta ‘tongue’ pelyeb-wek ‘tongues’
kisipci ‘to follow for’ ipgurwet ‘pig’
kipkirui (name) ke-baakpaak  ‘to strip repeatedly’
punbun ‘soft’ tilakse ‘it is cuttable’
kirgit ‘bull’ kagyam ‘we ate’
taaptect ‘flower type’ kebritameet  ‘to fall asleep’
kiblapat (name) peecinge ‘they are going for

‘themselves’

In these examples, we can see that the labial and velar consonants become
voiced when they are both preceded and followed by vowels, liquids,
nasals and glides: these are all sounds which are voiced.

(20)  voiceless peripheral consonant — voiced | voiced _ voiced

In stating the context, we do not need to say “voiced vowel, liquid, nasal
or glide,” since, by saying “voiced” alone, we refer to the entire class of
voiced segments. It is only when we need to specifically restrict the rule so
that it applies just between voiced consonants, for example, that we
would need to further specify the conditioning class of segments.

While you have been told that there is no contrast between [k] and [g] or
between [p] and [b] in this language, children learning the language do not
use explicit instructions, so an important question arises: how can you
arrive at the conclusion that the choice [k, p| versus [g, b] is predictable?
Two facts lead to this conclusion. First, analyzing the distribution of con-
sonants in the language would lead to discovering the regularities that no
word begins or ends in [b, g] and no word has [b, g] in combination with
another consonant, except in combination with the voiced sonorants. We
would also discover that [p, k] do not appear between vowels, or more gen-
erally between voiced segments. If there were no rule governing the distri-
bution of consonants in this language, then the distribution is presumed
to be random, which would mean that we should find examples of [b, g] at
the beginning or end of words, or [p, k| between vowels.

Another very important clue in understanding the system is the fact
that the pronunciation of morphemes will actually change according to
the context that they appear in. Notice, for example, that the imperative
form [kuur]| ‘call!” has a voiceless stop, but the same root is pronounced as
[guur] in the infinitive [ke-guur] ‘to call.” When learning words in the lan-
guage, the child must resolve the changes in pronunciation of word-parts
in order to know exactly what must be learned. Sometimes the root ‘call’
is [kuur], sometimes [guur] - when are you supposed to use the pronunci-
ation [guur]? Similarly, in trying to figure out the root for the word ‘dog,’
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a child will observe that in the singular the root portion of the word is
pronounced [gok], and in the plural it is pronounced [gog]. From observ-
ing that there is an alternation between [k] and [g], or [p] and [b], it is a rel-
atively simple matter to arrive at the hypothesis that there is a systematic
relation between these sounds, which leads to an investigation of when
|k, p] appear, versus [g, b].

Implosive and plain voiced stops in Kimatuumbi. The distinction
between implosive and plain voiced consonants in Kimatuumbi (Tanzania)
can be predicted by a rule.

(21) bebeelu ‘male goat’ dundumuka  ‘be scared’
butuka ‘flow’ daala ‘storage in roof”
kobokwa ‘unfold’ Bbwuumt ‘life’
koondwa ‘dig clay’ pgaambale ‘fish sp.’

Halaka ‘Tuck’ doluya ‘drive fast’
liseengele ‘dowry’ bila ‘without’
doloya ‘straighten’ duna ‘murmur’
kibula ‘towards Mecca’ kitvumbt ‘hill’

kyaanpgi ‘sand’ Hbomwaana ‘destroy’
likoupgwa  ‘storage structure’  buuka ‘leave’

doomba ‘shoot a gun’ douluka “fly’

balaapga ‘count’ alibika ‘be out of order’

Upon consideration of consonant distribution in these data, you will see
that implosives appear in word-initial position and after vowels, whereas
plain voiced consonants appear exclusively after nasals.

There is further clinching evidence that this generalization is valid. In
this language, the first-person-singular form of the verb has a nasal con-
sonant prefix (there is also a change in the final vowel, where you get -a in
the infinitive and -¢ in the “should” form, the second column below).

(22) toV I should V
duluka pguluke “fly’
doomba pgoombe ‘shoot a gun’
doloya pgoloye ‘straighten’
duna pgune ‘murmur’
balaapga mbalaange ‘count’
butuka mbutuke ‘flow’
buuka mbuuke ‘leave’
duumu nduumu ‘continue’

Thus the pronunciation of the root for the word for ‘fly’ alternates between
[duluk] and [guluk], depending on whether a nasal precedes.

Having determined that implosives and plain voiced stops are allo-
phonically related in the grammar of Kimatuumbi, it remains to decide
whether the language has basically only plain voiced consonants, with
implosives appearing in a special environment; or should we assume
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that Kimatuumbi voiced stops are basically implosive, and plain voiced
consonants appear only in a complementary environment. The matter
boils down to the following question: is it easier to state the context
where imposives appear, or is it easier to state the context where plain
voiced consonants appear? We generally assume that the variant with
the most easily stated distributional context is the variant derived by
applying a rule. However, as we saw with the case of [l] and [d] in
Setswana, a language may not provide empirical evidence which is the
correct solution.

Now let us compare the two possible rules for Kimatuumbi: “implosives
appear word initially and after a vowel”:

\%4
(23) C— implosive | -
#

versus “plain consonants appear after a nasal”:
(24) C— nonimplosive [ nasal _

It is simpler to state the context where plain consonants appear, since
their distribution requires a single context - after a nasal - whereas
describing the process as replacement of plain consonants by implosives
would require a more complex disjunction “either after a vowel, or in
word-initial position.” A concise description of contexts results if we
assume that voiced consonants in Kimatuumbi are basically implosive,
and that the nonimplosive variants which appear after nasals are derived
by a simple rule: implosives become plain voiced consonants after nasals.

It is worth noting that another statement of the implosive-to-plain
process is possible, since sequences of consonants are quite restricted in
Kimatuumbi. Only a nasal may precede another “true” consonant, i.e. a
consonant other than a glide. A different statement of the rule is that plain
voiced consonants appear only after other consonants — due to the rules of
consonant combination in the language, the first of two true consonants
is necessarily a nasal, so it is unnecessary to explicitly state that the pre-
ceding consonant in the implosive-to-plain-C rule is a nasal. Phonological
theory does not always give a single solution for any given data set, so we
must accept that there are at least two ways of describing this pattern. One
of the goals of the theory, towards which considerable research energy is
being expended, is developing a principled basis for making a unique and
correct choice in such cases where the data themselves cannot show which
solution is right.

Velar and uvular stops in Kenyang. In Kenyang (Cameroon), there is no
contrast between the velar consonant k and uvular q.

(25) enoq ‘tree’ enoq ‘drum’
eket ‘house’ néiku ‘I am buying’
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nek ‘rope’ eywarek ‘sweet potato’
pgaq ‘knife’ ekaq ‘leg’

mok ‘dirt’ naq ‘brother in law’
ndek ‘European’ pobrik ‘work project’
betok job’ bepak ‘to capsize’
tiku (name) ku ‘buy?

ayuk (name) esikon ‘pipe’

kebwep ‘stammering’ pkoq ‘chicken’

pkap ‘money’ ko ‘walk!’

What determines the selection of k versus q is the nature of the vowel
which precedes the consonant. The uvular consonant q is always preced-
ed by one of the back nonhigh vowels o, o or a, whereas velar k appears
anywhere else.

(26) voiceless velar — uvular | back nonhigh vowel _

This relation between vowels and consonants is phonetically natural. The
vowels triggering the change have a common place of articulation: they
are produced at the lower back region of the pharynx, where q (as opposed
to k) is articulated.

An alternative is that the underlying segment is a uvular, and velar con-
sonants are derived by rule. But under that assumption, the rule which
derives velars is very complex. Velars would be preceded by front or
central vowels, by high back vowels, by a consonant (p), or by a word
boundary. We would then end up with a disjunction of contexts in our
statement of the rule.

frontV
central V
(27) q—k/[qhighbackV, —
C
#

The considerably more complex rule deriving velars from uvulars leads
us to reject the hypothesis that these segments are underlyingly uvular.
Again, we are faced with one way of capturing the generalization exploit-
ing phonetically defined classes, and an alternative that involves a dis-
junctive list, where there is nothing that unifies the contexts: we select
the alternative which allows a rule to be stated that refers to a simple,
phonetically defineable context. This decision reflects an important dis-
covery regarding the nature of phonogical rules which will be discussed
in greater detail in chapter 6, namely that phonological rules operate in
terms of phonetic classes of segments.
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Arabela nasalization. Nasalization of vowels and glides is predictable in
Arabela (Peru).

(28) néékyzax? ‘lying on back’ moni? Tdll’
tukuru? ‘palm leaf’ Siyokwa? ‘grease’
ny&a&ri? ‘he laid it down”  suro? ‘monkey’
niikyea? ‘is pouring out’ suwaka? fish’
posunaha? ‘short person’ kuwoxo? ‘hole’
noonii? ‘be pained’ heégi? ‘termites’
teewe? ‘foreigner’ hytssens ‘where I fished’
ninya? ‘to come’ my&ni? ‘swallow’
niawa? ‘partridge’ hawa? ‘a yellow bird’

Scanning the data in (28), we see nothing about the following phonetic
context that explains occurrence of nasalization: both oral and nasal vow-
els precede glottal stop ([teewe?] ‘foreigner’ versus [noonii?| ‘be pained’), [K]
([niikyea?] ‘is pouring out’ versus [Siyokwa?] ‘grease’) or [n] ([my&nii?]
‘swallow’ versus [posuniha?] ‘short person’). A regularity does emerge
once we look at what precedes oral versus nasal vowels: when a vowel or
glide is preceded by a nasal segment — be it a nasal consonant (including
[h] which is always nasal in this language), vowel, or glide - then a vowel
or glide becomes nasalized. The rule for nasalization can be stated as “a
vowel or glide becomes nasalized after any nasal sound.” We discuss how
vowels and glides are unified in Chapter 6: for the moment, we will use
the term vocoid to refer to the phonetic class of vowels and glides.

(29) vocoid — nasal [ nasal __

The naturalness of this rule should be obvious - the essential property
that defines the conditioning class of segment, nasality, is the very prop-
erty that is added to the vowel: such a process, where a segment becomes
more like some neighboring segment, is known as an assimilation.
Predictable nasalization of vowels almost always derives from a nasal con-
sonant somewhere near the vowel.

Sundanese: a problem for the student to solve. Bearing this suggestion
in mind, where do nasalized vowels appear in Sundanese (Indonesia),
given these data?

(30) abot ‘heavy’ agin ‘big’
amis ‘sweet’ anom ‘young’
handap ‘light’ luhur ‘high’
awon ‘bad’ basir ‘wet’
konérp ‘yellow’ birim ‘red’
epgal ‘new’ gaodde ‘big’
mahir ‘skillful’ miri ‘uncertain’
mohéhéd ‘poor’ bumi ‘house’

marri ‘duck’ mahasiswa ‘student’
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maip ‘tiger’ miasih ‘true love’
miliar ‘billion’ minak ‘oil’

muara ‘confluence’ pamohalan ‘impossible’
maen ‘play’ maot ‘die’

naras ‘get worse’ mi?is ‘leak’
ma?rap ‘excuse me’ mahi ‘enough’
néwak ‘catch’ ti?is ‘cold’

Since the focus at the moment is on finding phonological regularities,
and not on manipulating a particular formalism (which we have not yet
presented completely), you should concentrate on expressing the general-

ization in clear English.
We can also predict the occurrence of long (double) consonants in
Sundanese, using the above data supplemented with the data in (31).

(31)

abuabu
gottih
soddih
barrokkah
babi
tobbih
bibir
bonndr
panas
hukum
kaméja
bonnap
pattis
asom

‘grey’
‘blood’
‘sad’
‘useful’
‘pig’

“far’

‘belt’
‘correct’
‘hot’

‘law’

‘shirt’
‘thread’
‘fish sauce’
‘tamarind’

boddil
akar
jonndppan
bagon
kina
bapa
n3ppel
sikit
madddom
sorrat
pacul
dada
japgkun
wawos

<

gun’
‘root’
‘name’
‘wild pig’
‘quinine’
‘father’
‘sweep’
‘sharp’
‘dark’
‘letter’
‘shovel’
‘torso’
‘tall’
‘tooth’

What rule determines the length of consonants in this language?

Vowel length in Mohawk. The context for predicting some variant of a
phoneme may include more than one factor. There is no contrast between
long and short vowels in Mohawk (North America): what is the general-
ization regarding where long versus short vowels appear (here, accent
marks are used to indicate stressed vowels)?

(32) ranahé:zAs ‘he trusts her’ ragé:das ‘he scrapes’
i:geks Teatit’ odd:we ‘flea’
gadd:dis I talk’ Akhnimna? ‘I will buy it’
sdicha ‘a little bit’ aplam ‘Abram’
Agd:rade? I lay myself down’ di:gehgwe? Il lift it’
rayithos ‘he plants’ yégreks ‘I push it’
wisk “five’ roy6?de? ‘he works’
awerydhsa  ‘heart’ yagwaks ‘they and I eat it’
isgAs ‘you (sg) see her’ gatgdhthos ‘I look atit’

yokékha? ‘it’s burning’ Agidye? ‘T will fly around’
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One property which holds true of all long vowels is that they appear in
stressed syllables: there are no unstressed long vowels. However, it would
be incorrect to state the rule as lengthening all stressed vowels, because
there are stressed short vowels as in [wisk]. We must find a further prop-
erty which distinguishes those stressed vowels which become lengthened
from those which do not. Looking only at stressed vowels, we can see that
short vowels appear before two consonants and long vowels appear before
a consonant-plus-vowel sequence. It is the combination of two factors,
being stressed and being before the sequence CV, which conditions the
appearance of long vowels: stressed vowels are lengthened if they precede
CV, and vowels remain short otherwise. We hypothesize the following
rule:

(33) V—long|_ CV

Since there is no lexical contrast between long and short vowels in
Mohawk, we assume that all vowels have the same underlying length: all
long and shortened in one context, or all short and lengthened in the com-
plementary context. One hypothesis about underlying forms in a given lan-
guage results in simpler grammars which capture generalizations about
the language more directly than do other hypotheses about underlying
forms. If all vowels in Mohawk are underlyingly long, you must devise a
rule to derive short vowels. No single generalization covers all contexts
where supposed vowel shortening takes place, so your analysis would
require two rules, one to shorten unstressed vowels, and another to short-
en vowels followed by two consonants. In comparison, the single rule that
stressed vowels lengthen before CV accounts for vowel length under the
hypothesis that vowels in Mohawk are underlyingly short. No other rule is
needed: short vowels appear everywhere that they are not lengthened.

Aspiration in Ossetic. Aspiration of voiceless stops can be predicted in
Ossetic (Caucasus).

(34) thoy ‘strength’ Kiottag ‘linen’
Xostog ‘near’ ofton ‘be added’
fadat® ‘possibility’ ktaston ‘I looked’
tShost ‘eye’ Ktark® ‘hen’
akkag ‘adequate’ dokkag ‘second’
tShoppar ‘four’ thoth ‘honor’
tShoyt ‘cheese’ KPom ‘where’
foste ‘behind’ K'om ‘mouth’
pliren ‘comb wool’ zayta ‘he told’
xoskard ‘scissors’ xoston ‘military’
pPorrost ‘fluttering’

Since aspirated and plain consonants appear at the end of the word ([t™ost]
‘eye,” [tNat"] ‘honor’), the following context alone cannot govern aspiration.
Focusing on what precedes the consonant, aspirates appear word initially, or
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when preceded by a vowel or [r] (i.e. a sonorant) at the end of the word;
unaspirated consonants appear when before or after an obstruent. It is pos-
sible to start with unaspirated consonants (as we did for English) and predict
aspiration, but a simpler description emerges if we start from the assump-
tion that voiceless stops are basically aspirated in Ossetic, and deaspirate a
consonant next to an obstruent. The relative simplicity of the resulting
analysis should guide your decisions about underlying forms, and not the
phonetic nature of the underlying segments that your analysis results in.

Optional rules. Some rules of pronunciation are optional, often known
as “free variation.” In Makonde (Mozambique), the phoneme [$/ can be
pronounced as either [s] or [§] by speakers of the language: the same speak-
er may use [s] one time and [$] another time. The verb ‘read’ is thus pro-
nounced as soomya or as soomya, and ‘sell’ is pronounced as suluusa or as
suluusa. We will indicate such variation in pronounciation by giving the
examples as “suluusa ~ suluusa,” meaning that the word is pronounceable
either as suluusa or as suluusa, as the speaker chooses. Such apparently
unconditioned fluctuations in pronunciation are the result of a rule in
Makonde which turns [§] into [s]: this rule is optional. The optional nature
of the rule is indicated simply by writing “optional” to the side of the rule.

(35) $§—s optional

Normally, any rule in the grammar always applies if its phonological con-
ditions are satisfied. An optional rule may either apply or not, so for any
optional rule at least two phonetic outcomes are possible: either the rule
applies, or it does not apply. Assuming the underlying form /Soomya/, the
pronunciation [soomya] results if the rule is not applied, and [soomya]
results if the rule is applied.

Optional rules may have environmental conditions on them. In
Kimatuumbi, as we have seen in (21), voiced stops are implosive except
after a nasal. The voiced velar stop exhibits a further complication, that
after a vowel (but not initially) underlying /d| optionally becomes a frica-
tive [y] (the symbol “~” indicates “may also be pronounced as”).

(36) badana ~ bayana ‘divide’
biligana ~ biliyana ‘wrestle’
bulada ~ bulaya Kill’
dalaambuka ~ (*yalaambuka) ‘change’

Hence the optional realization of /d/ as [y], but only after a vowel, can be
explained by the following rule.

B87) d—vy|V_ (optional)
The factors determining which variant is selected are individual and

sociological, reflecting age, ethnicity, gender, and geography, inter alia.
Phonology does not try to explain why people make the choices they do:
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that lies in the domain of sociolinguistics. We are also only concerned
with systematic options. Some speakers of English vary between [&ks] and
[@sk] as their pronunciation of ask. This is a quirk of a particular word: no
speaker says [ma&ks| for mask, or [fisk] for fix.

It would also be mistaken to think that there is one grammar for all
speakers of English (or German, or Kimatuumbi) and that dialect varia-
tion is expressed via a number of optional rules. From the perspective of
grammars as objects describing the linguistic competence of individuals,
an optional rule is countenanced only if the speaker can actually pro-
nounce words in multiple ways. In the case of Makonde, some speakers
actually pronounce [Soomya/ in two different ways.

Summary Contrastive aspects of pronunciation cannot be predicted by rule, but

allophonic details can be. Allophonic changes are a type of rule-governed
phonological behavior, and phonology is concerned with the study of
rules. The practical concern of this chapter is understanding the
method for discovering those rules. The linguist looks for regularities in
the distribution of one sound versus others, and attempts to reduce
multiple surface segments to one basic segment, a phoneme, where the
related segments derive by applying a rule to the underlying phoneme
in some context. Going beyond static distribution of sounds, you should
look for cases where the pronunciation of morphemes changes, depend-

definitive decision can be made.

ing on the presence or absence of prefixes and suffixes.

Assuming that sounds are in complementary distribution, you need
to determine which variant is the “basic” underlying one, and which
derives by rule. The decision is made by comparing the consequences of
alternative hypotheses. Sometimes, selecting underlying [X/ results in a
very simple rule for deriving the surface variant [Y] whereas selecting
underlying [Y/ results in very complex rules for deriving [X] from [Y/: in
such a case, the choice of [X| over [Y] is well motivated. Sometimes, no

Exercises

1 Kuria

Provide rules to explain the distribution of the consonants [B, r, y] and [b, d, g]
in the following data. (Note that [r] is a fricative consonant in this language.)
Accents mark tone: acute is high tone and “hacek” [*] is rising tone.

apaanto ‘people’ apamura ‘young men'
amahiindi ‘corn cobs’ amakééndo ‘date fruits'
eBa ‘forget!’ eengweé ‘leopard’
evyd ‘learn!’ ekepwé ‘fox’

hoora ‘thresh!’ iBiyurupe ‘small pigs'
iBirttipgauri 'soft porridges’ uryusiri ‘huge rope’
Bainu ‘you (pl)’ Boryd ‘on the right’

iCiipgéna ‘grinding stones’ iCiipgurupe ‘pig'
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gonzab
nan
mannasat
Zele

mac
folloga
tomadcle
k'azze
lace'e

bakk'alo

6 Gen

‘money’

‘I am’

‘get up'

‘unarmed’

‘when’

'he wanted'

‘it got comfortable’
‘he talked in his sleep’
‘he shaved'

it germinated’

jegna ‘brave’

moawdad ‘to like'
moamkar ‘advise’

yellom no’

mast'at ‘give’

agoffie 'he found'
mokkara ‘he tried’
ZEMMOro 'he started’
asse ‘he rubbed’
Semoggalo 'he became old'

Determine the rule which accounts for the distribution of [r] and [I] in the fol-

lowing data.

agble
anoli
sabule
alo
avlo
dre
exlo
hle
¢r3
klo
vlu
mla
wla
esro
enrd

‘farm’ agonglo
‘ghost’ akplo
‘onion’ sra
'hand’ atitrwe
‘bait’ blafogbe
'stretch arms' edro
‘friend’ exle
‘read’ plo
‘exterminate’ fira
‘wash'’ tre
'stretch a rope’ lo
‘pound a drum' pleplelu
‘hide’ zro
‘spouse’ etro
'spitting cobra’ jro

7 Kishambaa
Describe the distribution of voiced versus voiceless nasals (voiceless nasals
are written with a circle under the letter, as in m), and voiceless aspirated,

voiceless unaspirated and voiced stops in Kishambaa.

tagi

ni
dodoa
ndimi
nt"umbii

8 Thai

‘egg’ kitabu
it is' pombe
‘pick up’ gosa
‘tongues’ pgoto
‘monkey’

pk"upguni

‘book'’

1 '

cow

‘sleep!’
‘heart’
‘bedbug’

‘lizard’

‘spear’

‘strain’

‘red billed wood dove’
‘pineapple’
‘dream’

‘flea’

‘write'

‘be ugly’

‘glue’

‘like’

‘laughing dove'
ly'

‘scale’

‘hint’

paalika “fly!

matagi ‘eggs’
babu ‘skin’
mbeu ‘seed'
mp'eho  ‘wind’

The obstruents of Thai are illustrated below. Determine what the obstruent
phonemes of Thai are ([p”, t" and k] are unreleased stops). Are [p”, t7, k7]
distinct phonemes, or can they be treated as positional variants of some
other phoneme? If so, which ones, and what evidence supports your deci-
sion? Note that no words begin with [g].

bil
rak’
lop

‘Bill' mud
‘love’ baa
‘go down’ brat

'hand’
‘crazy’
‘extremely fast'
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haa five' plaa “fish’
dii ‘good’ ¢aan ‘dish’
thee ‘pour’ truumeen ‘Truman’
khen "hard’ panyaa ‘brains’
loay ‘pass’ plyaa [title]
[Gak™ ‘choose’ klaan ‘middle’
¢hat” ‘clear’ traa ‘stamp’
riip”! ‘hurry’ 20k™ ‘exit’
plree silk cloth’ kia ‘wooden shoes'
khwaa right side’ kee ‘old’
dray ‘drive (golf)’ dip ‘pull’
kan ‘ward off’ cuak™ ‘pure white'
p'leen 'song’ ¢han ‘me’
staap ‘money’ rap’ ‘take’
yiisip” ‘twenty’ p'aa ‘dloth’
khaa Kl dam ‘black’
raay ‘case’ tit” ‘get stuck’
sip” ‘ten’ pen ‘alive’

9 Palauan

Analyse the distribution of 9, 6 and d in the following data. Examples of the
type ‘X ~ Y mean that the word can be pronounced either as X or as Y, in
free variation.

kado ‘we (inclusive)’ boduk ‘my stone’
diak ~ diak ‘negative verb’ ma0 ‘eye’

tnod ‘tattoo needle’ de:l ~ deil ‘nail’

diosa? ~ diosa? ‘place to bathe’ oik ~ dik ‘wedge'

kuo ‘louse’ 200inal ‘visit’

koa6 visit! eanab ‘sky’
porarads ‘a village' ba6 'stone’

iedl ‘mango’ ?20ip ‘ant’

kaoeb ‘short’ madanei ‘knew’
udoud ‘money’ oldak ‘put together’

10 Quechua (Cuzco dialect)

Describe the distribution of the following four sets of segments: k, X, g, x; 1,
N; i, €; U, 0. Some pairs of these segments are allophones (positional vari-
ants) of a single segment. You should state which contrasts are phonemic
(unpredictable) and which could be predicted by a rule. For segments which
you think are positional variants of a single phoneme, state which phoneme
you think is the underlying variant, and explain why you think so; provide a
rule which accounts for all occurrences of the predictable variant. (Reminder:
N is a uvular nasal.)

qori ‘gold’ coxlu ‘corn on the cob’
g'omir ‘green’ nipri ‘ear’

mogo ‘runt’ hoqg'ara ‘deaf’

p'ul’u ‘blanket’ yuyan 'he recalls’

tulu ‘bone’ api ‘take’

suti ‘name’ ONqoy ‘be sick!'

Cilwi ‘baby chick’ &hicin 'he whispers’
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&hangay ‘granulate’ angosay ‘toast’
gecun ‘he disputes’ p'isqo ‘bird'
musoy ‘new’ cupka ‘ten’
yangan ‘for free' cullu ice’

qela "lazy’ g'eNgo 'zigzagged'
cegan ‘straight’ gan ‘you'

noga I caxra ‘field’
Cexnin ‘he hates' soxta ‘six’

axna "thus’ [VixVa ‘small shaw!’
gosa 'husband’ gara ‘skin’

algo ‘dog’ seNga ‘nose’
karu ‘far’ atoy ‘fox’
gapkuna ‘you pl! pusay ‘eight’
t'exway ‘pluck’ ¢'aki ‘dry’
watey ‘again’ apka ‘eagle’
waytay ‘hit!’ haku ‘let's go'
wadqay ‘tears’ kapka ‘roasted’
waxca ‘poor’ waley ‘poor’
thakay ‘drop’ rexsisqa ‘known’

11 Lhasa Tibetan

There is no underlying contrast in this language between velars and uvulars,
or between voiced or voiceless stops or fricatives (except /s/, which exists
underlyingly). State what the underlying segments are, and give rules which
account for the surface distribution of these consonant types. (Notational
reminder: [c] represents a voiced uvular stop.)

apgu  ’pigeon’ aptd@  ‘anumber  apba ‘duck’

apsoo  ‘shaggy dog' améoo  ‘ear’ tukttt  ‘poison snake’

amto  ‘a province’  iyu ‘uncle’ imdéi ‘doctor’

uti ‘hair’ upu ‘forehead’ exa ‘bells’

embo  ‘deserted’ oot ‘oh-oh’ qa ‘saddle’

gasa  ‘alphabet’ gapba  ‘foot' gamba  ‘pliers’

gam ‘to dry’ gamtoo ‘overland' sarBo  'steep’

kikti ‘belch’ kigu ‘crawl’ kitpguu  ‘trip’

kik ‘rubber’ kituu ‘student’ kucuu  ‘translator’

kurii ‘roll over' kiiyuu  ‘window’ ku ‘nine’

kupéi ‘900 kupcaa ‘chair’ ken¢a  ‘contract’

kembo ‘headman’  key6d  ‘head monk’ kerBa  ‘aristrocrat’

qo 'head’ gqomba ‘monastery’  gor ‘coat’

goor2o  'round’ chegka  ‘half &uyum  ‘cheese’

topcaa  ‘stairs’ t'osd6  'tonight taagada ‘post office’

tuyi ‘harbor’ tunco  ‘China’ nencaa ‘important’

panGoo  ‘chest’ peepada ‘frog’ simcad ‘'build a house’
Further reading

Cohn 1993; Halle 1959; Harris 1994; Kahn 1976; Sapir 1925.
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A fundamental characteristic of the rules discussed up to this point is that
they have been totally predictable allophonic processes, such as aspiration
in English or vowel nasalization in Sundanese. For such rules, the ques-
tion of the exact underlying form of a word has not been so crucial, and
in some cases a clear decision could not be made. We saw that in
Sundanese every vowel becomes nasalized after a nasal sound, and every
phonetic nasal vowel appears after a nasal. Nasality of vowels can always
be predicted by a rule in this language: all nasal vowels appear in one pre-
dictable context, and all vowels are predictably nasal in that context. It
was therefore not crucial to indicate whether a given vowel is underly-
ingly nasal or underlyingly oral. If you assume that vowels are underly-
ingly oral you can write a rule to derive all of the nasal vowels, and if you
contrarily assume that vowels are all underlyingly nasal you could write a
rule to derive all of the oral vowels. The choice of underlying sound may
make a considerable difference in terms of simplicity and elegance of the
solution, and this is an important consideration in evaluating a phono-
logical analysis, but it is possible to come up with rules which will grind
out the correct forms no matter what one assumes about underlying rep-
resentations in these cases. This is not always the case.

4.1 The importance of correct underlying forms

Neutralizing rules, on the other hand, are ones where two or more
underlyingly distinct segments have the same phonetic realization in
some context because a rule changes one phoneme into another - thus
the distinction of sounds is neutralized. This means that if you look at a
word in this neutralized context, you cannot tell what the underlying seg-
ment is. Such processes force you to pay close attention to maintaining
appropriate distinctions in underlying forms.

Consider the following examples of nominative and genitive forms of
nouns in Russian, focusing on the final consonant found in the nominative.

(1) Nominative singular Genitive singular
vagon vagona ‘wagon’
avtomobil¥ avtomobil’a ‘car’
veler veCera ‘evening’
mus muza ‘husband’
karandas karandasa ‘pencil’
glas glaza ‘eye’
golos golosa ‘voice’
ras raza ‘time’
les lesa ‘forest’
porok poroga ‘threshold’
vrak vraga ‘enemy’
urok uroka ‘lesson’
porok poroka ‘vice’

tvet t'veta ‘color’
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prut pruda ‘pond’
soldat soldata ‘soldier’
zavot zavoda ‘factory’
xlep xleba ‘bread’

grip griba ‘mushroom’
trup trupa ‘corpse’

To give an explanation for the phonological processes at work in these
data, you must give a preliminary description of the morphology. While
morphological analysis is not part of phonology per se, it is inescapable
that a phonologist must do a morphological analysis of a language, to
discover the underlying form.

In each of the examples above, the genitive form is nearly the same as
the nominative, except that the genitive also has the vowel [a] which is the
genitive singular suffix. We will therefore assume as our initial hypothe-
sis that the bare root of the noun is used to form the nominative case, and
the combination of a root plus the suffix -a forms the genitive. Nothing
more needs to be said about examples such as vagon ~ vagona, avtomobil’
~ avtomobil’a, or veCer ~ veCera, where, as it happens, the root ends with a
sonorant consonant. The underlying forms of these noun stems are pre-
sumably [vagon/, [avtomobil’/ and [veCer|: no facts in the data suggest any-
thing else. These underlying forms are thus identical to the nominative
form. With the addition of the genitive suffix -a this will also give the cor-
rect form of the genitive.

There are stems where the part of the word corresponding to the root is
the same: karandas ~ karandasa, golos ~ golosa, les ~ lesa, urok ~ uroka,
porok ~ poroka, t'vet ~ t'veta, soldat ~ soldata and trup ~ trupa. However, in
some stems, there are differences in the final consonant of the root,
depending on whether we are considering the nominative or the genitive.
Thus, we find the differences mu§ ~ muza, glas ~ glaza, porok ~ poroga,
vrak ~ vraga, prut ~ pruda, and xlep ~ xleba. Such variation in the phonetic
content of a morpheme (such as a root) are known as alternations. We can
easily recognize the phonetic relation between the consonant found in
the nominative and the consonant found in the genitive as involving voic-
ing: the consonant found in the nominative is the voiceless counterpart of
the consonant found in the genitive. Not all noun stems have such an
alternation, as we can see by pairs such as karanda$ ~ karandaSa, les ~ lesa,
urok ~ uroka, soldat ~ soldata and trup ~ trupa. We have now identified a
phonological problem to be solved: why does the final consonant of some
stems alternate in voicing? And why do we find this alternation with some
stems, but not others?

The next two steps in the analysis are intimately connected; we must
devise a rule to explain the alternations in voicing, and we must set up
appropriate underlying representations for these nouns. In order to deter-
mine the correct underlying forms, we will consider two competing
hypotheses regarding the underlying form, and in comparing the predic-
tions of those two hypotheses, we will see that one of those hypotheses is
clearly wrong.
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Suppose, first, that we decide that the form of the noun stem which we
see in the nominative is also the underlying form. Such an assumption is
reasonable (it is, also, not automatically correct), since the nominative is
grammatically speaking a more “basic” form of a noun. In that case, we
would assume the underlying stems /glas/ ‘eye,” /golos/ ‘voice,” [ras/ ‘time’
and [les/ ‘forest.” The problem with this hypothesis is that we would have
no way to explain the genitive forms glaza, golosa, raza and lesa: the com-
bination of the assumed underlying roots plus the genitive suffix -a would
give us *glasa, golosa, *rasa and lesa, so we would be right only about half
the time. The important step here is that we test the hypothesis by com-
bining the supposed root and the affix in a very literal-minded way,
whereupon we discover that the predicted forms and the actual forms are
different.

We could hypothesize that there is also a rule voicing consonants between
vowels (a rule like one which we have previously seen in Kipsigis, chapter 3):

(2) C—voiced |V _V

While applying this rule to the assumed underlying forms /glas-a/, [golos-a/,
[ras-a/, and [les-a would give the correct forms glaza and raza, it would also
give incorrect surface forms such as *goloza and *leza. Thus, not only is our
first hypothesis about underlying forms wrong, it also cannot be fixed by
positing a rule of consonant voicing.

You may be tempted to posit a rule that applies only in certain words,
such as eye, time and so on, but not voice, forest, etc. This misconstrues the
nature of phonological rules, which are general principles that apply to
all words of a particular class — most generally, these classes are defined
in terms of phonological properties, such as “obstruent,” “in word-final
position.” Rules which are stated as “only applying in the following
words” are almost always wrong.

The “nominative is underlying” hypothesis is fundamentally wrong:
our failure to come up with an analysis is not because we cannot discern
an obscure rule, but lies in the faulty assumption that we start with the
nominative. That form has a consistent phonetic property, that any root-
final obstruent (which is therefore word-final) is always voiceless, whereas
in the genitive form there is no such consistency. If you look at the genitive
column, the last consonant of the root portion of the word may be either
voiced or voiceless.

We now consider a second hypothesis, where we set up underlying rep-
resentations for roots which distinguish stems which have a final voiced
obstruent in the genitive versus those with a final voiceless obstruent. We
may instead assume the following underlying roots.

(3) Final voiced obstruent Final voiceless obstruent
[muz| ‘husband’ [karandas/ ‘pencil’
|glaz/ ‘eye’ |golos/ ‘voice’
[raz| ‘time’ [les| ‘forest’
[porog|/ ‘threshold’ [porok/ ‘vice’
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[vrag/ ‘enemy’ [urok/ ‘lesson’
[prud/ ‘pond’ [tsvet/ ‘color’
|zavod/ ‘factory’ [soldat/ ‘soldier’
|grib/ ‘mushroom’ [trup/ ‘corpse’
[xleb/ ‘bread’

Under this hypothesis, the genitive form can be derived easily. The geni-
tive form is the stem hypothesized in (3) followed by the suffix -a. No rule
is required to derive voiced versus voiceless consonants in the genitive.
That issue has been resolved by our choice of underlying representations
where some stems end in voiced consonants and others end in voiceless
consonants. By our hypothesis, the nominative form is simply the under-
lying form of the noun stem, with no suffix.

However, a phonological rule must apply to the nominative form, in
order to derive the correct phonetic output. We have noted that no
word in Russian ends phonetically with a voiced obstruent. This regular
fact allows us to posit the following rule, which devoices any word-final
obstruent.

(4) Final devoicing
obstruent — voiceless [ __#

By this rule, an obstruent is devoiced at the end of the word. As this
example has shown, an important first step in doing a phonological
analysis for phenomena such as word-final devoicing in Russian is to
establish the correct underlying representations, which encode unpre-
dictable information.

Whether a consonant is voiced cannot be predicted in English ([ded]
dead, [ted] Ted, [det] debt), and must be part of the underlying form.
Similarly, in Russian since you cannot predict whether a given root ends
in a voiced or a voiceless consonant in the genitive, that information must
be part of the underlying form of the root. That is information about the
root, which cannot always be determined by looking at the surface form
of the word itself: it must be discovered by looking at the genitive form of
the noun, where the distinction between voiced and voiceless final con-
sonants is not eliminated.

4.2 Refining the concept of underlying form

It is important to understand what underlying forms are, and what they
are not. The nature of underlying forms can be best appreciated in the
context of the overall organization of a grammar, and how a given word is
generated in a sentence. The structure of a grammar can be represented
in terms of the standard block model.

(5) |Syntax| — |Morphology | N [ Phonology | — | Phonetics |

Underlying Surface
Forms Forms
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This model implies that the output of one component forms the input to
the next component, so the phonological component starts with whatever
the morphological component gives it, and applies its own rules (which
are then subject to principles of physical interpretation in the phonetic
component). The output of the morphological component, which is the
input to the phonology, is by definition the underlying form, so we need
to know a little bit about what the morphological component does, to
understand what is presented to the phonology.

The function of the morphological component is to assemble words, in
the sense of stating how roots and affixes combine to form a particular
word. Thus the morphological component is responsible for combining a
noun root [dag] and a plural affix [z] in English to give the word dog-s (i.e.
/dag-z(), or in Russian the morphology combines a noun root [vagon] with
an inflectional ending [a] according to rules of inflection for Russian, to
give the genitive word vagon-a. Each morpheme is assumed to have a sin-
gle constant phonetically defined shape coming out of the morphology
(there are a few exceptions such as the fact that the third-person-singular
form of the verb be in English is [1z] and the first-person-singular form of
that verb is [®m]). The phonetic realization of any morpheme is subject to
rules of phonology, so while the morphology provides the plural mor-
pheme z (spelled <s>), the application of phonological rules will make that
that morpheme being pronounced as [s] as in cats or [iz] as in bushes.

It is very important to understand that the grammar does not formally
derive one word from another. (Some languages seem to have special mor-
phological processes, which we will not be discussing here, that derive
one word from another - clipping such as Sally — Sal would be an exam-
ple.) Rather, one word derives from a given abstract root plus whatever
affixes are relevant, and a related word derives by adding a different set of
affixes to the same abstract root. Accordingly, the plural of a noun in
English does not derive from the singular, rather, both the singular and
the plural forms derive from a common root: no suffix is added to the root
in the singular, and the suffix [z| is added to the root in the plural. The
Russian genitive [vagona] also does not derive from the nominative, nor
does the nominative derive from the genitive. Rather, both derive from
the root [vagon/, where the nominative adds no affix and the genitive
adds the affix -a.

The underlying form of a word is whatever comes out of the morpholo-
gy and is fed into the phonology, before any phonological rules have
applied. The underlying form of the word [kats| is [ket-z/, since that is
what results in the morphology by applying the rule that combines a
noun root such as cat with the plural suffix. The underlying form of the
plural word [keets] is not [ket/, because the plural word has to have the plu-
ral morpheme. However, [kat/ is the underlying form of the singular word
[keet]. There is no phonological rule which inserts z or s in order to form a
plural. The principles for combining roots and affixes are not part of the
phonology, and thus there is no need to include rules such as “insert [z] in
the plural.” Be explicit about what you assume about morphology in a lan-
guage, i.e. that there is a plural suffix -z in English or a genitive suffix -a
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in Russian. As for the mechanics of phonological analysis, you should
assume, for example, that the plural suffix is already present in the under-
lying form, and therefore do not write a rule to insert the plural suffix
since that rule is part of morphology. A phonological analysis states the
underlying forms of morphemes, and describes changes in the phonolog-
ical shape of the root or suffix.

We have concluded that the underlying form of the Russian word [prut]
‘pond’ is [prud/. In arriving at that conclusion, we saw how important it is to
distinguish the phonological concept of an underlying form from the mor-
phological concept “basic form,” where the singular form, or an uninflected
nominative form would be the morphological “basic form.” An underlying
form is a strictly phonological concept and is not necessarily equivalent to
an actually pronounced word (even disregarding the fundamental fact that
underlying forms are discrete symbolic representations whereas actually
pronounced words are acoustic waveforms). It is a representation that is the
foundation for explaining the variety of actual pronounciations found in the
morpheme, as determined by phonological context.

The morphologically basic form of the Russian word for pond is the
unmarked nominative, [prut|, composed of just the root with no inflec-
tional ending. In contrast, the phonological underlying form is [prud/, for
as we have seen, if we assume the underlying form to be */prut/, we can-
not predict the genitive [pruda]. The word *[prud], with a voiced consonant
at the end of the word, does not appear as such in the language, and thus
the supposition that the underlying form is [prud/ is an abstraction, given
that [prud] by itself is never found in the language - it must be inferred,
in order to explain the actual data. The basis for that inference is the gen-
itive form [pruda], which actually contains the hypothesized underlying
form as a subpart. It is important to understand, however, that the under-
lying form of a root may not actually be directly attested in this way in any
single word, and we will discuss this point in section 4.6.

4.3 Finding the underlying form

A similar problem arises in explaining the partitive and nominative forms
of nouns in Finnish. The first step in understanding the phonological
alternation seen here is to do a standard preliminary morphological
analysis of the data, which involves identifying which parts of a word
correlate with each aspect of word structure (such as root meaning or
grammatical case). The following examples illustrate that the nominative
singular suffix is @ (i.e. there is no overt suffix in the nominative singu-
lar) and the partitive singular suffix is -&, which alternates with -a if there
is a back vowel somewhere before it in the word (we will not be concerned
with that vowel alternation in the partitive suffix).

(6) Nominative sg Partitive sg
a. aamu aamua ‘morning’
hopea hopeaa ‘silver’
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katto kattoa ‘roof”
kello kelloa ‘clock’
kirya kiryaa ‘book’
kiilmea kilmeze ‘cold’
koulu koulua ‘school’
lintu lintua ‘bird’
hilla hillte ‘shelf”
kompeld kompeloze ‘clumsy’
n&ekod nekoe ‘appearance’
yoki yokea ‘river’

kivi kivee ‘stone’
muuri muuria ‘wall’
naapuri naapuria ‘neighbor’
nimi nimea ‘name’
kaappi kaappia ‘chest of drawers’
kaikki kaikkea ‘all’
kiirehti kiirehtize ‘hurry’
lehti lehtez ‘leaf’
meki maekez ‘hill’

ovi ovea ‘door’
posti postia ‘mail’
tukki tukkia ‘log’

®iti ®itie ‘mother’
englanti englantia ‘England’
yervi yervee ‘lake’
koski koskea ‘waterfall’
reki rekez ‘sledge’
vaeki vaekeze ‘people’

We might assume that the underlying form of the root is the same as
the nominative (which has no suffix). The problem which these data pose
is that in some nouns, the partitive appears to be simply the nominative
plus the suffix -& ~ -a (for example muuri ~ muuria), but for other nouns
the final vowel alternates, with [i] in the nominative and [e] in the parti-
tive (e.g. yoki ~ yokea). It is obvious that the nature of the following vowel
does not explain this alternation, since the same surface-quality suffix
vowel can appear after either e or i — compare yokea, nimea where |[e]
appears before both [a] and [e], versus muuria, kiirehtize where [i] appears
before these same vowels. Nor can the preceding consonant be called
upon to predict what vowel will appear in the partitive, as shown by pairs
such as tukkia, kaikkea versus lehtea, @itize.

This is an area where there is (potentially) a difference between lan-
guage-learning pedagogy and a formal linguistic analysis. Faced with the
problem of learning the inflectional distinction muuri ~ muuria versus
yoki ~ yokea, a second-language class on Finnish might simply have the stu-
dent memorize a list of words like yoki ~ yokea where the vowel changes
in the inflectional paradigm. From the point of view of linguistic analysis
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this is the wrong way to look at the question, since it implies that this is
not a rule-governed property of the language. However, second-language
learning is not the same as linguistic analysis: a class in foreign-language
instruction has a different goal from a class in analysis, and some stu-
dents in a language class may receive greater practical benefit from just
memorizing a list of words. Thus it is important to distinguish the teach-
ing method where one learns arbitrary lists, and a theoretically based
analysis. One simply cannot predict what vowel will appear in the parti-
tive form if one only considers the pronunciation of the nominative. This
means: nominative forms are not the same as underlying forms (some-
thing that we also know given the previous Russian example). The under-
lying representation must in some way contain that information which
determines whether there will be a vowel alternation in a given word.

In looking for the phonological basis for this vowel alternation, it is
important to realize that the alternation in stem-final vowels is not
chaotic, for we find precisely two possibilities, either i in the nominative
paired with i in the partitive, or i in the nominative paired with e in the
partitive — never, for example, i paired with u or i paired with 0. Moreover,
only the vowel i enters into such a vowel alternation in Finnish, so there
are no nouns with o in the nominative which is replaced by u in the par-
titive, nor is u in the nominative ever replaced by o or any other vowel in
the partitive. One final fact about the data in (6) suggests exactly how the
right underlying representations can explain this alternation: of the
eight vowels of Finnish (i, ii, e, 6, @&, u, o, a), all of them appear at the end
of the word except the vowel e. Now, since the stem of the word for
‘name,” which appears as nimi in the nominative, actually appears on the
surface as nime- in the partitive, it is not at all unreasonable to assume
that the underlying form of the stem is in fact /[nime/. It would be a bit
bizarre to assume an underlying form such as /nima/, since the vowel [a]
never appears in that position in any form of this word: the most natural
assumption to make is that the underlying form of a morpheme is actu-
ally composed of segments found in some surface manifestation of the
morpheme. On the other hand, the stem of the word for ‘wall’ is pro-
nounced muuri in both the nominative and the partitive, and therefore
there is no reason to assume that it is underlyingly anything other than
/muuri/.

We will then assume that the underlying vowel at the end of the stem
is actually reflected by the partitive form, and thus we would assume
underlying representations such as [yoke/, nime/, [kive/, [lehte/, /ove| and
so on, as well as [muuri/, [naapuri/, [kaappi/, /tukki/ and so on. The under-
lying form of partitive [yoke-a] would thus be |yoke-a/, that is, no rule at all
is required to explain the partitive. Instead, a rule is needed to explain the
surface form of the nominative [yoki|, which derives from [yoke/. A very
simple neutralizing rule can explain the surface form of the nominative:
underlying word-final e is raised to i.

(7) Final vowel raising
e > i _#
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the most general
explanations
possible, not the
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This rule is neutralizing since the distinction between [i/ and /e[ is neu-
tralized by applying this rule: an underlying /e/ becomes phonetic [i].
Apart from illustrating how important correct underlying forms are,
these two examples have also shown that it is dangerous, and incorrect in
these two cases, to assume that the “most basic” form of a word according
to morphological criteria is also the underlying form of the word. To reit-
erate: the underlying form of a morpheme is a hypothesis set forth by the
analyst, a claim that by assuming such-and-such an underlying form, plus
some simple set of rules (which need to be discovered by the analyst), the
observed variation in the shape of morphemes can be explained.

Kerewe. To better understand the reasoning that leads to correct under-
lying forms, we investigate other examples. Consider the following data
from Kerewe.

(8) Infinitive 1sg habitual 3sg habitual Imperative
kupaamba mpaamba apaamba paamba  ‘adorn’
kupaanga ~mpaanga apaanga paapga ‘line up’

kupima mpima apima pima ‘measure’

kupuupa  mpuupa apuupa puupa ‘be light’

kupekeCa  mpekeca apekeca pekeca ‘make fire with stick’
kupiinda  mpiinda apiinda piinda ‘be bent’

kuhiiga mpiiga ahiiga hiiga ‘hunt’

kuheeka mpeeka aheeka heeka ‘carry’

kuhaapga mpaanga ahaapga haapga ‘create’

kuheeba mpeeba aheeba heeba ‘guide’

kuhiima mpiima ahiima hiima ‘gasp’

kuhuuha  mpuuha ahuuha huuha ‘breath into’

We notice that every infinitive begins with ku-, which we surmise is the
prefix for the infinitive; the third-singular habitual form has the prefix a-,
and the first-singular habitual has the prefix m-; the imperative involves
no prefix. In addition to segmental prefixes, there is a change in the first
consonant of the stem in some verbs, in some contexts. The initial conso-
nant of the verb meaning ‘guide’ alternates between [h] and [p], with [p]
appearing in the first-singular habitual after [m] and [h] appearing else-
where. Since this stem appears in two surface variants, [heeba] and
[peeba], two plausible hypotheses are immediately possible: the stem is
underlyingly [peeba/, or the stem is underlyingly /heeba/. If we assume
that the stem is underlyingly /heeba/, we require a rule to explain the
divergence between the predicted form of the first-singular habitual
form - we would expect “[mheeba], “[mhiima]l, etc. - and the actual form
of the verb, [mpeeba], [mpiima] and so on. Since in fact we do not see the
sequence /mh/ anywhere in the data, we might assume the following
neutralizing rule.

(9) Postnasal hardening
h — p/nasal _
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If, on the other hand, we assume that the root is underlyingly /peeba/,
we would need a rule which changes [p/ into [h] when not preceded by a
nasal - in other words, when preceded by a vowel or by nothing. There
is no single property which groups together word-initial position and
vowels. Thus, the supposed rule changing [p/ to [h] would have to be a
disjunction of two separate environments.

#
(10) p—h/
A%

This suggests that rule (10) is wrong.

More important than the greater complexity of the rule entailed by
assuming that the word for ‘guide’ is underlyingly /peeba/, it is empirical-
ly wrong: rule (10) implicitly claims that [p/ should always become [h] word
initially or after a vowel, but this is falsified by forms such as kupaamba,
apaamba, paamba ‘adorn’ and kupaapga, apaanga, paapga ‘line up.’ If we
assume the stems uniformly begin with [p/, then we cannot predict
whether the imperative or infinitive has [h] (kuhaapga) or [p] (kupaapga).
On the other hand, if we assume an underlying contrast between initial
/h/ and initial [p/ - i.e. haapga ‘create’, paapga ‘arrange’ - then we can
correctly distinguish those stems which begin with [h/ from those which
begin with [p/ when no nasal precedes, as well as correctly neutraliz-
ing that distinction just in case the stem is preceded by a nasal (mpaapga
‘I create’; ‘I arrange’).

English plurals. A further illustration of how to determine the correct
underlying representation comes from English. As the following examples
illustrate, the surface form of the plural suffix varies between [s] and [z]
(as well as [iz], to be discussed later).

(11) keeps caps kebz cabs klemz clams
kaets cats kaedz cads kanz cans
kaks cocks kagz cogs karz cars
pruwfs proofs houvz hooves golz gulls

fliyz fleas
plewz plows
pyrez purees

The generalization regarding distribution is straightforward: [s] appears
after a voiceless segment, and [z] appears after a voiced one (be it an
obstruent, a liquid, nasal or a vowel).

This same alternation can be found in the suffix marking the third sin-
gular present-tense form of verbs.

(12) sleps slaps stebz stabs slemz slams
htts hits haydz hides kaenz cans
powks  pokes digz digs hapz hangs
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lefs laughs Orayvz thrives hiylz heals
pOs piths bey0z bathes hurz hears
flayz flies viytowz vetos

If we suppose that the underlying form of the affixes for noun plural
and third singular present verbs are [z/, then we would assume the fol-
lowing rule to derive the phonetic variant [s].

(13) obstruent — voiceless [ voiceless __

On the other hand, if we were to assume that these suffixes are underly-
ingly /s/, we would assume the following rule.

(14) obstruent — voiced [ voiced _

In terms of the simplicity and generality of these two rules, the analy-
ses are comparable. Both formulations require the same number of pho-
netic specifications to state the rule, and both formulations apply to gen-
eral and phonetically natural classes. However, the two analyses differ
quite significantly in terms of their overall predictions for English. The
implicit prediction of the first rule (13) is that there should be no voiced
obstruents after voiceless segments in English, since that rule would
devoice all such obstruents. This generalization seems to be correct: there
are no words like “[yakd], *[ptfz], “[sdap]. The implicit prediction of the sec-
ond rule (14) is different: that rule implies that there should be no voice-
less segments after any voiced segments. This is manifestly incorrect, as
shown by the existence of words such as [his] hiss, [p20] path, [dens| dance,
[fals] false. We prefer a hypothesis which makes the correct prediction
about the phonetic structure of the language as a whole, and thus we
select the underlying form [z/ and a rule devoicing obstruents after voice-
less segments. Looking for such asymmetries plays an important role in
determining which of two hypotheses is the correct one.

The alternation z ~ s is not limited to the two affixes -z ‘plural’ and z
‘3sg present tense.” The rule of devoicing can also be seen applying to the
possessive suffix -z.

(15) Noun Noun + poss.
ket keets cat
slog slogz slug
kleem klemz clam
SNoOw SNOWZ snow

Moreover, certain auxiliary verbs such as has [haz| and is [ts] undergo a
reduction in casual speech, so that they appear simply as [s] or [z], the
choice between these two being determined by the devoicing rule which
we have motivated.

(16) Noun + has Reduced Noun +is Reduced
jek heziy?n  jeksiy?n Jek 1z iypuy Jeeks iypy Jack
petheziy?n  peetsiy?n pat 1z iypiy pets iypiy Pat
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jen hez iy?n jenz iy?n jen 1z iypuy jenz iypiy Jen
bab hez iy?n  babziy?n bab 1z iypwp babz iypiy Bob
jow heziy?n  jowziy?n jow 1z iypy jowz iypip Joe

The devoicing rule (13) automatically explains the alternation in the sur-
face shape of the consonant here as well.

Jita tone. It is important to look for correlations which may lead to
causal explanations, in analyzing data. Consider the following data from
Jita, concentrating on the tones of morphemes (H or high tone is marked
with acute accent, L or low-toned syllables are unmarked).

(17) a. okuPuma ‘to hit’ okusipa ‘to block’
okuPBumira ‘to hit for’ okusiBira ‘to block for’
okuBumana  ‘to hite.o’ okusiBana ‘to block e.0.’
okupBumirana ‘to hit for e.0.” okusifirana  ‘to block for e.0.’

b. okulima ‘to bite’ okukifa ‘to fold’
okulumira ‘to bite for’ okukufira ‘to fold for’
okulumdna ‘to bite e.0.’ okukufBdna ‘to fold e.0’

okulumirana ‘to bite for e.0.” okukufirana ‘to fold for e.0’

We can conclude that there is a prefix oku- perhaps marking the infinitive,
a suffix -a appearing at the end of every verb, and two suffixes -it- ‘for’ and
-an- ‘each other.” There are also root morphemes: -Bum- ‘hit,” -siB- ‘block,” as
well as -liim- ‘bite’ and -kiiB- ‘fold.” We decide that ‘bite’ and ‘fold’ underly-
ingly have H tones in part based on the fact that there actually is an H
tone on the vowels of these roots in the simplest verb forms.

In addition, we observe that the suffixes -ir- and -an- have H tone when
they come immediately after these verb roots. The suffixes do not have H
tone after the first set of roots: appearance of H on the suffix is correlat-
ed with which morpheme immediately precedes the suffix. Since this
unpredictable property is correlated with the preceding root morpheme,
it must therefore be an aspect of the underlying form of the preceding
morpheme.

We thus explain the H tone on these suffix morphemes by positing that
[oku-lum-dn-a] derives from underlying Joku-lim-an-a/, by applying a rule
of tone shift which shifts a H tone rightward to the following syllable, as
long as the syllable is not word-final. Because of the restriction that H
does not shift to a final syllable, the underlying H surfaces unchanged in
[okultimal].

Now consider the following data.

(18) okumupuma ‘to hit okumusipa ‘to block
him/her’ him/her’

okumufumira ‘to hit for okumusipira ‘to block for
him/her’ him/her’

okuciBima ‘to hit it’ okucisipa ‘to block it’
okuciBumira ‘to hit okucisiBira ‘to block

for it’ for it’



80

INTRODUCING PHONOLOGY

When the L-toned roots of (17a) stand after the object prefixes -mu-
‘him/her’ and -CF- ‘it,” they have an H tone at the beginning of the root.
Again, since the presence of the H is correlated unpredictably with the
prefixes -mu- and -Ci-, we hypothesize that the tones are part of the under-
lying representation of the prefixes - the prefixes are /mu/ and /¢i/, and
the H tone shifts to the right by the tone shift rule which we have already
posited.

4.4 Practice at problem solving

You should now be able to apply this reasoning to data which pose analo-
gous problems; a series of examples are given in this section for practice.

Chamorro vowel alternations. There are alternations in the quality of
vowels in initial syllables in some contexts seen in the following data from
Chamorro.

(19) gwihon ‘fish’ i gwihon ‘the fish’
gumo? ‘house’ i gimao? ‘the house’
kdtta ‘letter’ yo? kdtta ‘a letter (object)’

i kétta ‘the letter’
t*dpa ‘cigarettes’ it'ipa ‘the cigarettes’
fino? ‘talk’ mi fino? ‘lots of talk’
tinu? ‘to know’ en tinu? ‘you know’
t*ugo? ‘juice’ mi t*igo? ‘lots of juice’
sépsun ‘village’ i ségsun ‘the village’
hadlu? ‘up’ sen hilu? ‘upward’
pét’u ‘chest’ i pét'u ‘the chest’
tému ‘knee i tému ‘the knee’
otdut ‘ant’ mi étdut ‘lots of ants’
oksu? ‘hill’ gi éksu? ‘at the hill’
ddpkulu ‘big one’ i dépkulu ‘the big one’
14dhi ‘male’ i l&hi ‘the male’
ldgu ‘north’ sen leégu ‘toward north’
pulénnun ‘trigger fish’ i pulénnun ‘the trigger fish’
mundénpgu  ‘cow’s stomach’ imundépgu  ‘the cow’s stomach’
putamonéda ‘wallet’ i putamonéda ‘the wallet’

What underlying representations, and what rule or rules, are required to
account for these data? When you answer this question, you should con-
sider two hypotheses which differ in particular about what form is taken
to be underlying — what are the two most obvious ways of treating these
alternations? One of these hypotheses is clearly wrong; the other is the
correct hypothesis.

Korean. Now consider the following data from Korean. The first column,
the imperative, seems to involve a vowel suffix. One reason to think that
there is an imperative suffix is that every imperative ends either in the
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vowel a or in o (the choice between a versus o is based on the vowel which
precedes that suffix, [a/ or [o/ versus other vowels, and can be ignored
here). A second reason comes from comparing the imperative and the
plain present forms. Comparing ana and anninta, or kama and kamninta,
we can see that for each verb, the portions common to both the impera-
tive and the plain present are respectively an- and kam-. From this we
deduce that there must be a suffix, either -a or -9, which marks the imper-
ative, and another suffix -ninta which marks the plain present.

(20) Imperative Plain present
ana anninta ‘hug’
kama kamninta ‘wind’
sino sinninta ‘wear shoes’
t’atimo t’atimninta ‘trim’
nomao nomninta ‘overflow’
nama namninta ‘remain’
&Pama &"amninta ‘endure’
ipo imninta ‘put on’
kupo kumninta ‘bend’
copo ¢omninta ‘fold’
tato tanninta ‘close’
put's punninta ‘adhere’
CocPa donninta ‘follow’
moko monninta ‘eat’
sok’a sopninta ‘mix’
tak’a tapninta ‘polish’
Cuka ¢upninta ‘die’
iko ipninta ‘ripen’

What is the underlying form of these verb stems, and what phonological
rule or rules are required to account for the variations that are seen in the
surface shape of the various stems?

Koasati. What is the underlying form of the first-singular possessive pre-
fix in Koasati, and what phonological rule applies in these examples?

(21) Noun My N
apahc¢d amapahcd ‘shadow’
asikCi amasikci ‘muscle’
ilkané amilkané6 ‘right side’
ifd amifa ‘dog’
a:po ama:pé ‘grandmother’
iski amiski ‘mother’
pacokko:ka ampacokko:ka ‘chair’
towd antowd ‘onion’
kasto ankasto ‘flea’
bayd:na ambayd:na ‘stomach’
td:ta antd:ta ‘father’
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Cofkoni ancofkoni ‘bone’
kititkd apkititka ‘hair bangs’
toni antoni ‘hip’

Kimatuumbi. What phonological rules pertaining to consonants oper-
ate in the following examples from Kimatuumbi. What are the underlying
forms of the stems of the words for ‘rope,” ‘palm,” ‘tongue,” ‘piece of wood,’
‘pole’ and ‘covered’? Ignore tonal changes.

(22) Singular Plural
lugéi pgoi ‘rope’
lugoléka pgoléka ‘straight’
lubdu mbdu ‘rib’
lubdgalo mbagdlo ‘lath’
lujiingyd njiingyd ‘entered’
luladla ndadla ‘pepper’
lulimi ndimi ‘tongue’
lulindiuld ndwndilla ‘guarded’
lupaldai mbaldai ‘bald head’
lupadld mbadld ‘wanted’
lutéeld ndeeld ‘piece of wood’
lukiligo pgiligo ‘place for initiates’
lukili pgili ‘palm’
luyimd fjima ‘pole’
luydka njoka ‘stomach worm’
luyusi njudsi ‘bee’
luyuwé fjiwe ‘pumpkin plant’
luwikilya pg“ikilya ‘covered’

A certain degree of uncertainty regarding the exact underlying form of
the plural prefix is expected. However, the underlying form of the stem
should be clear, and should be the focus of your analysis.

4.5 Underlying forms and sentence-level
phonology

In the examples which we have considered so far, we have been comparing
morphologically related words, such as a nominative and a genitive, and
we have seen that an underlying distinction may be preserved in one word
in a particular inflected form (because in that inflected form the condi-
tions for applying the phonological rule are not satisfied), but the differ-
ence is neutralized in a related word where the conditions for the rule are
present. We now consider two additional cases where underlying distinc-
tions are neutralized depending on context, and the neutralization takes
place within one and the same word, depending on where the word
appears in a sentence. What this shows is that phonology is not just about
variations in pronunciation between words, but also includes variations
in the pronunciation of a word in different sentential contexts.
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4.5.1 Korean final Cs
The first case is a rule of Korean that nasalizes stops before nasal conso-
nants (a rule that we have seen operating within words in the preceding
section). The first set of examples shows the word for ‘rice’ when said
alone, or when it is followed by various words which begin with oral con-
sonants and vowels. In these data, the last consonant of the word for ‘rice’
is pronounced as [p]. In the second set of examples, the word which fol-
lows ‘rice’ begins with a nasal, and in that case the final consonant of the
word for ‘rice’ is pronounced as [m].

(23)

a.

pap
pap anmokot’a

rice didn’t eat
pap winmoke tuat’a
rice on-upper-floor put

pap samokot’a

rice ate-at-store

pap totuki humd"okat’a
rice thief (subj) stole

pam mani mokala
rice alot eat

pam mok-imyoan

rice eat-if

pam nomu masik’e mokat’a

rice very  deliciously ate

pam noko

rice add

‘rice’
‘didn’t eat rice’

‘put rice on the upper floor’

‘ate rice at a store’

‘a thief stole rice’

‘eat rice a lot’

‘if eats rice’

‘I enjoyed rice quite a lot’

‘add rice’

Compare those examples with the following examples with the word for

‘chestnut’.
(24) a.
b.

pam

pam anmokot’a
chestnut didn’t eat
pam winmoke tuat’a

chestnut on-upper-floor put

pam samokot’a

chestnut ate-at-store

pam totuki huméPokat’a
chestnut thief (subj) stole
pam mani mokola

chestnut alot eat

pam moak-imyon

chestnut eat-if

‘chestnut’
‘didn’t eat chestnut’

‘put chestnut on the upper floor’

‘ate chestnut at a store’

‘a thief stole chestnut’

‘eat chestnut a lot’

‘if eats chestnut’
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pam nomu masik’e mokot’a ‘I enjoyed chestnut quite a lot’

chestnut very deliciously ate

pam noko ‘add chestnut’
chestnut add

In fact the (b) phrases above are actually ambiguous as to whether the
word being pronounced means ‘chestnut’ or ‘rice.’

The last consonant of the word for ‘chestnut’ is always [m], so we would
presume that the underlying form of that word is [pam/. Since the word for
‘rice’ varies between [pap] and [pam], and since we know that the underly-
ing form cannot be [pam/ (this is the underlying form of ‘chestnut,” and
‘chestnut’ cannot have the same underlying form as ‘rice’ since they do not
behave the same), we conclude that the underlying form of the word for
‘rice’ is [pap/, and that a nasalization rule changes [p/ (in fact, all stops) to
nasals before a nasal. Whether a word undergoes that rule depends on what
follows the final consonant. One and the same word can be pronounced dif-
ferently depending on the properties of the phrase in which it appears.

4.5.2 Kimatuumbi tone

In the Korean case which we just considered, it happens that the under-
lying form of the word is the same as the way the word is pronounced
when it is said alone. This situation does not hold in Kimatuumbi, where
one has to know how a word is pronounced when it is not at the end of an
utterance, in order to determine the underlying form of the word. The
words in (25) have an H tone (marked with an acute accent) on the second
vowel from the beginning of the word when said alone. When another
word follows, they seem to lose that H tone.

(25)

kiwikilyo ‘cover’ pga kiwikilyo 1i ‘itisn’t a cover’
lubdgalo ‘lath’ pga lubagalo 1i ‘itisn’t a lath’
mikéta ‘sugar canes’ pga mikota i ‘it isn’t sugar canes’
pguupguni ‘bedbug’ pga pguupguni li ‘it isn’t a bedbug’
lukélogo ‘brewery’ pga lukologo 1i ‘it isn’t a brewery’
mabdando ‘thighs’ pga mabaando 1i ‘it isn’t thighs’
kikéloombe  ‘shell’ pga kikoloombe 1i ‘it isn’t a shell’
lipitanvupgu  ‘rainbow’ pga lipttanvupgu i ‘itisn’t a rainbow’

In contrast, the words of (26), which also have an H tone on the second
vowel from the beginning of the word when the word is said alone, keep
their H tone when another word follows.

(26)

luképgobe ‘wood’ pga lukéngobe 1i ‘it’s not wood’
kitbkutuku  ‘quelea bird® pga kitékutuku 1i  ‘it’s not a quelea’
diiwai ‘wine’ pga diiwai i ‘it’s not wine’
lukéopgono  ‘chicken leg’ pgalukdopgonoli  ‘it’s not a leg’
lukéopgowe  ‘marble’ pga lukéopgowe 1i  ‘it’s not marble’

matégolo ‘waterbucks’ pga matégolo 1i ‘it’s not waterbucks’
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miviriingo ‘circles’ pga miviriiggo 1i ‘it’s not circles’
kiy6goyo ‘bird (sp)’ pga kiyégoyo 1i ‘it’s not a bird’
kikdlaapgo ‘pan’ pga kikdlaapgo 1i ‘it’s not a pan’

There are no words in Kimatuumbi which are toneless when said by
themselves, thus *kitekelyo said by itself is an unattested kind of word.
There is a clear contrast in tonal behavior between the words in (25) where
the presence of an H tone on the second vowel depends on whether the
word is said alone or is followed by another word, and those in (26) where
the second vowel always has an H tone. The solution to this puzzle is that
the words in (26) have an underlying H tone on their second vowel, and
thus nothing happens to that tone; but the words in (25) have no under-
lying H, and instead get an H at the end of an utterance by a rule that
assigns an H tone to the second vowel of a toneless word which comes at
the end of an utterance. Thus in the case of Kimatuumbi tone, the con-
trast between underlyingly toneless words and words with underlying H
is best revealed by looking at the word when it appears not by itself: it is
the citation form of the word that undergoes the neutralization rule,
which is the opposite of the situation we just encountered in Korean.

4.6 Underlying forms and multiple columns
in the paradigm

The following data from Samoan illustrate the very important point that
it is wrong to think of deriving underlying forms by chopping off affixes
from some single column of data. In the first set of examples, our initial
task is to deduce the underlying form of each of the verb roots and the
affix for the perfective form.

(27)  Simple Perfective
olo oloia ‘rub’
lafo lafoia ‘cast’
apa apaia ‘face’
usu usuia ‘get up and go early’
tau tauia ‘reach a destination’
taui tauia ‘repay’
sa:?ili sa:?ilia ‘look for’
vapai vapaia ‘face each other’
pa?i paria ‘touch’
naumati naumatia ‘be waterless’
sa:uni sa:unia ‘prepare’
seni sepia ‘be shy’
lele lelea “fly’
su?e su?ea ‘uncover’
ta?e ta?ea ‘smash’
tafe tafea ‘flow’
ta:upule ta:upulea ‘confer’

palepale palepalea ‘hold firm’
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Examples such as oloia, apaia and usuia suggest that the perfective suffix
is -ia, and the simple form of the verb reflects the underlying form of the
root. Examples such as sepi ~ sepia or lele ~ lelea suggest a phonological
rule, since the combination of the presumed stems ati and lele with the
perfective affix -ia would result in the incorrect forms *sepiia, *leleia.
However, this problem can be corrected by positing a phonological rule
which deletes a front vowel when it is preceded by a front vowel. In the for-
malization of the rule, we say that the second front vowel is replaced by
zero, which means that it is deleted.

(28) Vowel-cluster reduction
front vowel — @ | front vowel _

An alternative hypothesis would be that [i] is inserted between a back
vowel and the vowel [a], if we were to presume that the perfective suffix is
underlyingly [a/.

(29) @ —1i/backvowel _ a

This would be quite unlikely on grounds of naturalness. It is common
across languages for one of two adjacent vowels to be eliminated, and no
language has been found with a rule that inserts a vowel between two
other vowels. Additional data to be considered below will show that, in
addition, this would just be plain wrong. We abandon the idea of insert-
ing the vowel i and conclude that the underlying form of the perfective
suffix must be -ia, hence there must be a rule deleting a front vowel after
a front vowel. We would then conclude that the underlying representa-
tion of roots is best revealed in the simple verb, rather than the perfective,
since the simple form of the verb shows whether the stem ends with [i/, a
vowel which may be deleted in the perfective.

A rather different conclusion about arriving at underlying forms would
have to be drawn from the following additional Samoan examples.

(30)

Simple  Perfective Simple Perfective

tu: tu:lia ‘stand’ au aulia ‘flow on’
tau taulia ‘cost’ ma:tau ma:taulia  ‘observe’
?alo ?alofia ‘avoid’ ili ilifia ‘blow’

0s0 osofia jump’ ulu ulufia ‘enter’

sao saofia ‘collect’ tanpo tagofia ‘take hold’
asu asupia ‘smoke’ soa soania ‘have a friend’
pole polepia  ‘be anxious’  fesili fesilipia ‘question’
ifo ifopia ‘bow down’ Pote Potepia ‘scold’

ula ulapia ‘mock’ tofu tofupia ‘dive’
milo milosia  ‘twist’ la?a la?asia ‘step’

valu valusia ‘scrape’ tapi tapisia ‘cry’

vela velasia ‘be cooked’ motu motusia ‘break’
api apitia ‘be lodged’ mata?u mata?utia ‘fear’

ete e?etia ‘be raised’ sau sautia “fall’
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lava: lava:itia  ‘be able’ 0?0 o?otia ‘arrive’

u: u:tia ‘grip’ ufi ufitia ‘cover’
puni punitia  ‘be blocked’  tanu tanumia ‘cover up’
si?o sitfomia  ‘be enclosed’” mo?o mo?omia  ‘admire’
palo palomia ‘forget’ tao taomia ‘cover’
sopo sopo?ia  ‘go across’ fana fana?ia ‘shoot’

Here, we see that the perfective form of the verb contains a consonant
which is not present in the simple form. That consonant can be any one
of | f, p, s, t, mor 7, given these data. An attempt to predict the nature of
that consonant by an insertion rule proves fruitless. We could attempt to
insert an appropriate consonant on the basis of the preceding vowel: but
while [ appears after u, so do f ([ulufia]), p ([tofupial]) and s ([valusial]); and
while f appears after o, so do p ([ifopial]), m ([palomial), and s ([milosia]). In
short, it is simply impossible to predict from anything in the environment
what the consonant of the perfective is going to be, if we start with the
simple form as the underlying form: that consonant must be part of the
underlying representation of the root. Thus the underlying forms of this
second set of roots would be as follows.

(31) tuil ‘stand’ aul ‘flow on’
taul ‘cost’ ma:taul ‘observe’
?alof ‘avoid’ ilif ‘blow’
osof jump’ uluf ‘enter’
saof ‘collect’ tanof ‘take hold’
asup ‘smoke’ soan ‘have a friend’
polen ‘be anxious’ fesilip ‘question’
ifop ‘bow down’ ?oten ‘scold’
ulap ‘mock’ tofup ‘dive’
milos ‘twist’ la?as ‘step’
valus ‘scrape’ tapis ‘cry’
velas ‘be cooked’ motus ‘break’
apit ‘be lodged’ mata?ut ‘fear’
e?et ‘be raised’ saut ‘fall’
lava:t ‘be able’ o?ot ‘arrive’
ut ‘grip’ ufit ‘cover’
punit ‘be blocked’ tanum ‘cover up’
si?om ‘be enclosed’ mo?om ‘admire’
palom ‘forget’ taom ‘cover’
sopo? ‘go across’ fana? ‘shoot’

The postulation of underlying consonants at the end of these roots entails
the addition of a phonological rule, in order to account for the surface
form of the simple verb where there is no final consonant. Noting that no
word ends in a consonant phonetically in these examples, we can postu-
late the following rule of final consonant deletion.

(32) Final consonant deletion
C—o0|_#
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The underlying forms of these verbs can be heuristically derived by elimi-
nating the perfective affix -ia from the perfective form. However, notice
that we made a different heuristic assumption for the first group of roots,
which underlyingly ended in a vowel. The point is that an underlying rep-
resentation is whatever is required to correctly predict all of the surface
variants of a given morpheme: it does not necessarily derive from any one
column in a paradigm.

It is also important to understand the difference between saying that
the underlying form is the simple form, or is the perfective form, and say-
ing that we may best learn what the underlying form is by looking at the
perfective, or simple form, or some other form. The underlying form of
the word for ‘stand’ is [tu:l/. We learn that this is the underlying form by
comparing the simple form [tu:] and the perfective [tu:lia] and under-
standing that the perfective form preserves important information about
the underlying form that is lost in the simple form. But the perfective
form itself is [tu:lia] - this is not the underlying form.

Palauan. The language Palauan provides a second clear illustration of
the point that one cannot always arrive at the correct underlying repre-
sentation by looking at any single column in the paradigm. In this lan-
guage, the underlying form of the word does not actually surface as such
in any form of a word. Consider the following examples:

(33) Present middle  Future innovative  Future conservative

moddnob donobadll dondbl ‘cover’
moté?ab ta?abdll ta?ibl ‘pull out’
mopnétom potomall potéml ‘lick’
motdbok tobokdll tobdkl ‘patch’
mo?arom Poromall ?oréml ‘taste’
mosésab sasoball sas6bl ‘burn’

The prefix for the present middle is apparently /mo/, the future suffix
(found in the future conservative and the future innovative) is -1, and the
innovative suffix is -al. The position of stress can be predicted by a simple
rule: the final syllable is stressed if it ends in two consonants, otherwise
the second to last (penultimate) syllable is stressed.

The fundamental problem of Palauan is how to predict vowel quality in
the root. Notice that the root meaning of the word for ‘cover’ has three
surface realizations: dipab, dopab and dapdb. Looking at all of the data,
we notice that the only full vowel in the word is the stressed vowel, which
suggests that unstressed vowels are neutralized to schwa.

(34) Unstressed vowel reduction
unstressed V— o

Note that this rule has no context: it does not matter what precedes or fol-
lows the unstressed vowel.

In order to predict that the stressed first vowel in the word for ‘cover’ is
[a], that choice of vowel must be part of the underlying representation,
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giving the partial solution /dagVb/. In contrast, the first vowel of the word
for ‘pull out’ must be specified as [e], since that is the vowel which appears
in this word when the first vowel is stressed, giving [te?Vb/. By the same
reasoning, the second vowel of the word for ‘cover’ must be [o], since that
is the realization which the vowel has when it is stressed, and the second
vowel of the word for ‘pull out’ must be [i]. Thus, the underlying forms of
the stems given above would be the following.

(35) dagob ‘cover’ te?ib ‘pull out’
petom ‘lick’ tabak ‘patch’
Parom ‘taste’ sesob ‘burn’

The underlying form of a verb in Palauan is a rather abstract object, some-
thing which is never revealed in any single surface form. Rather, it must
be deduced by looking at information which is manifested in a number of
different morphologically related words derived from a single stem.

English. A similar example can be found in English, as the following
examples show. We will ignore other alternations and focus only on vowel
alternations. Thus for example, alternations such as the one between k
and s can be ignored. There are many idiolectal differences in the pro-
nunciation of certain words such as economy, where some people pro-
nounce the word as [iykdnomiy| and others pronounce it as [okdnomiy]|:
only attempt to account for the latter pronunciation.

(36) madnotown ‘monotone’ mondtoniy ‘monotony’
télograef ‘telegraph’ tolégrofiy ‘telegraphy’
épograf ‘epigraph’ opigrafiy ‘epigraphy’
rélotv ‘relative’ raléysSon ‘relation’
okdnomiy ‘economy’ ¢kondmik ‘economic’
diyfekt ‘defect (noun)’ doféktiv ‘defective’
démokrat ‘democrat’ domakrosiy ‘democracy’
italiy ‘Ttaly’ stéelyon ‘Italian’
hdmonum ‘homonym’ homdnomiy ‘homonymy’
fonétiks ‘phonetics’ fownotison ‘phonetician’
stotistiks ‘statistics’ st@tostison ‘statistician’
rasiprokl ‘reciprocal’ résoprasatiy  ‘reciprocity’
fondlojiy ‘phonology’ fownoldjokl ‘phonological’
1djik ‘logic’ 1ojisn ‘logician’
sinonum ‘synonym’ sondnomiy ‘synonymy’
oristokret ‘aristocrat’ erostdkrosiy ‘aristocracy’

As in Palauan, there is an alternation between stressed full vowel and
unstressed schwa. We assume underlying stems with multiple full vowels,
e.g. [manatown/, [telegref], [epigref], [demakreet/, [fownalaj/, etc. But not
every unstressed vowel is reduced: cf. for example rélotw,diyfekt, mdnatown
where the unstressed vowel is in a closed syllable (followed by one or more
consonants within that syllable).
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Tonkawa: reaching the analysis step-by-step. Correct assumptions
about underlying forms are crucial in understanding the variations found
in the verb stem in Tonkawa, as the following examples will illustrate. The
first step in accounting for these data is to provide a morphological analy-
sis of the data, to determine what the morphemes are for the progressive,
the present, the first-singular object, and the third-plural object, and to

set forth hypotheses about the underlying forms of roots.

(37) picno? ‘he cuts’ picnano? ‘he is cutting’
wepceno? ‘he cuts them’ wepcenano? ‘he is cutting them’
kepceno? ‘he cuts me’ kepcenano?  ‘he is cutting me’
notxo? ‘he hoes’ notxono? ‘he is hoeing’
wentoxo? ‘he hoes them’ wentoxono? ‘he is hoeing them’
kentoxo?  ‘he hoes me’ kentoxono?  ‘he is hoeing me’
netlo? ‘he licks’ netleno? ‘he is licking’
wentalo?  ‘he licks them’ wentaleno?  ‘he is licking them’
kentalo?  ‘he licks me’ kentaleno? ‘he is licking me’
naxco? ‘he makes fire’ naxceno? ‘he is making fire’
wenxaco? ‘he makes them wenxaceno? ‘heis making them
fire’ fire’

kenxaco? ‘he makes me kenxaceno? ‘he is making me
fire’ fire’

yamxo? ‘he paints a face’ yamxano? ‘he is painting a

face’

weymaxo? ‘he paints their =~ weymaxano? ‘he is painting their
face’ face’

keymaxo? ‘he paints my keymaxano? ‘he is painting my
face’ face’

nawlo? ‘he spreads’ nawleno? ‘he is spreading’

wenwelo? ‘he spreads wenweleno? ‘he is spreading
them’ them’

kenwelo? ‘he spreads me’  kenweleno? ‘he is spreading me’

It will be noticed that every word in this set ends with 0?7, and that all
of these verb forms have a third-person subject, which suggests that -0? is
a suffix marking a third-person subject. Comparing the habitual present
forms in the first column with the corresponding present progressive
form in the second column, it is also obvious that the present progressive
is marked by a suffix, -n- or -Vn-, ordered before the suffix -o?7. Marking of
an object on the verb is accomplished by a prefix, we- for third-plural
object and ke- for first-singular object. What remains is the verb stem.

Two problems now remain: determining whether the suffix for the pro-
gressive is -n-, or whether there is a vowel which is part of the suffix; and,
what the underlying form of the verb root is. To resolve the first question,
we look just at the forms of the verb with no object:

(38) picno? picnano?
notxo? notxono?
netlo? netleno?
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naxco? naxceno?
yamxo? yamxano?
nawlo? nawleno?

We might think that the vowel before -n- is part of the progressive suffix,
but if it were part of that suffix, it should have a constant underlying form
and all surface variants of that vowel should be derived by some simple
rule(s). It is obvious from these examples that the vowel which appears
before n does not have a single phonetic realization since in these exam-
ples it ranges over g, 0 and e, and that there is no reasonable way to pre-
dict (e.g. from surrounding consonants or vowels) what vowel will appear
before n. Since that information is unpredictable and is governed by
which root appears before the suffix, the vowel must actually be part of
the underlying form of the verb stem. Thus, we arrive at the following par-
tial answer to the question about the underlying forms of the verb roots:

(39) [picna/ ‘cut’
[notxo/ ‘hoe’
[netle/ ‘lick’
[naxce/ ‘make a fire’
[yamxa/ ‘paint a face’
[nawle/ ‘spread’

The progressive form of the verb can be derived straightforwardly by
adding the two affixes -n- and -o7. The habitual present involves the appli-
cation of a further phonological process. Based on our hypotheses regard-
ing the underlying forms of the verb stems, we predict the following
underlying forms for the habitual forms.

(40) Predicted form Actual surface form

picnao? picno? ‘cut’
notxoo? notxo? ‘hoe’
netleo? netlo? ‘lick’
naxceo? naxco? ‘make a fire’
yamxao? yamxo? ‘paint a face’
nawleo? nawlo? ‘spread’

The underlying form is whatever is given by the morphological compo-
nent, so in this case it would be the root plus progressive suffix, followed
by the suffix -o7. Our initial hypothesis is that the underlying form
should be identical to the surface form until we have evidence that
phonological rules change the underlying forms in predictable ways. The
difference between the predicted form and the actual surface realization
of the verb is that the underlying form has a cluster of vowels which is
not found in the surface form. The data do not provide any examples of
surface vowel clusters, and this fact allows us to state a very simple rule
accounting for the surface form: the first of two consecutive vowels is
deleted.
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(41) Vowel cluster reduction
V>O3/_V

Now we turn to the alternations in the shape of the stem that arise
between the plain forms of the verb and the verb with an object prefix.
Verbs with the prefix ke- behave exactly like verbs with the prefix we-.
Disregarding the suffixes -n- and -0?, we arrive at the following surface
variations in the shape of the stem.

(42) Stem without prefix Stem with CV prefix

picna pcena ‘cut’

notxo ntoxo ‘hoe’

netle ntale ‘lick’

naxce nxace ‘make a fire’
yamxa ymaxa ‘paint a face’
nawle nwele ‘spread’

Notice that in the form which lacks a prefix there is a vowel between the
first two consonants and none between the second and third consonants.
By contrast, in the form with a CV prefix, there is no vowel between the
first two consonants but there is a vowel between the second and third
consonants. One way to solve this problem would be to assume that this
vowel is epenthetic (inserted); the other is to assume that the vowel is
part of the underlying vowel of the stem and is deleted in some phono-
logical context. It is also obvious that just as there is no way to predict
what vowel will appear between the first and second consonants, it is
also impossible to predict what vowel will appear between the second
and third consonants, and therefore the vowel cannot be epenthetic. In
short, the underlying representation must contain unpredictable vowels
after each consonant.

(43) picena ‘cut’
notoxo ‘hoe’
netale ‘lick’
naxace ‘make a fire’
yamaxa ‘paint a face’
nawele ‘spread’

The underlying forms of prefixed and unprefixed forms would thus be
as follows (illustrating with the progressive form of the verb).

(44) Unprefixed Prefixed
[picenano?/ /kepicenano?/ ‘cut’
[notoxono?| /kenotoxono?/ ‘hoe’
[netaleno?| /kenetaleno?/ ‘lick’
/naxaceno?| /kenaxaceno?/ ‘make a fire’
[yamaxano?/ [keyamaxano?/ ‘paint a face’
[naweleno?/ [kenaweleno?/ ‘spread’
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Compare this with the surface form of the verbs:

(45) Unprefixed Prefixed
picnano? kepcenano? ‘cut’
notxono? kentoxono? ‘hoe’
netleno? kentaleno? ‘lick’
naxceno? kenxaceno? ‘make a fire’
yamxano? keymaxano? ‘paint a face’
nawleno? kenweleno? ‘spread’

The relation between the underlying forms in (44) and surface forms in
(45) is simple. Each is subject to a rule deleting the second vowel of the
word.

(46) V — @/#CVC _

Whether the first or second stem vowel is deleted depends on whether a
prefix is present.

Apart from illustrating the point that underlying forms of words may
not correspond to any single column in a word’s paradigm, this discussion
of Tonkawa illustrates two important characteristics of a phonological
analysis. The first is that one analyzes data by advancing an initial hypoth-
esis, and then refining the hypothesis as it becomes necessary. Thus we
began with the hypothesis that the underlying forms were [picna/, [notxo/,
/netle/ and so on, and were able to acount for a certain amount of data
based on that hypothesis, but later modified our hypothesis about under-
lying forms to be |picena/, [notoxo/, [netale/ and so on. In other words,
although our first hypothesis turned out to be wrong, it was close to right,
and we were able to identify the source of the problem in our hypothesis
and correct it.

The second characteristic of our analyis is that we always seek ways to
test the predictions of our hypotheses. The hypothesis that the stems
are underlying [picna/, [notxo/, [netle/, etc. makes a prediction that if a
vowel were ever to appear between the second and third consonants (for
example due to a rule of vowel insertion), it would always be a single
consistent and predictable vowel (since we are saying that it is not in
the underlying form). The fact that a different vowel appears in wepceno?,
wentoxo?, wentalo? and wenxaco? shows that the prediction of this
hypothesis is wrong, and this forced us to consider the alternative
hypothesis that the underlying form contains a vowel between the sec-
ond and third consonants: this hypothesis proved to be correct. The
most basic form of hypothesis testing that is done in phonology is com-
bining presumed forms of roots and affixes, and mechanically applying
the rules which we assume in the analysis. If the wrong form is pro-
duced by this test, something is wrong with the hypothesis — either the
underlying forms are wrong, or the rules are stated incorrectly (or the
rules are being applied in the wrong order, a point we get to in the next
chapter).
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Establishing the correct underlying representation for a morpheme is
the most important first step in giving a phonological analysis of data.
A correct underlying representation unifies surface variants of a mor-
pheme, giving recognition of the basic “sameness” of a morpheme,
regardless of variations in pronunciation which arise because phono-
logical rules have applied. The underlying form and the system of rules
are thus connected: by making the right choice of underlying form,
and given the right system of rules, the rules will correctly operate on
just those segments which participate in the alternation. The key to
making the right decision about underlying forms is to carefully con-
sider different hypotheses: if a segment in a morpheme has two or
more surface realisations, it is often necessary to consider two or more
possibilities for what is underlying - is variant [a], [b] or [c] the right
choice? The main issue relevant to answering this question is knowing
which variant preserves important distinctions and which neutralizes
distinctions. The underlying form may not even be seen directly in any
one pronunciation of a morpheme: it may be a form inferred from
considering a number of specific instantiations of the morpheme.

Exercises

1 Axininca Campa
Provide underlying representations and a phonological rule which will account
for the following alternations:

toniro ‘palm’ notoniroti ‘my palm’
yaarato ‘black bee' noyaaratoti ‘my black bee’
kanari ‘wild turkey’ noyanariti ‘my wild turkey’
kosiri ‘white monkey" noyosiriti ‘my white monkey’
pisiro ‘small toucan’ nowisiroti ‘my small toucan’
porita ‘small hen’ noworitati ‘my small hen’

2 Kikuyu

What is the underlying form of the infinitive prefix in Kikuyu? Give a rule that
explains the nonunderlying pronunciation of the prefix:

yotenera 'to run’ ~yokuua ‘to carry’
yokoora "to root out’ koruvya "to cook’
kooria ‘to ask’ komena ‘to know’
kohota ‘to be able’ yocina ‘to burn’
koyeera ‘to fetch’ kohetoka ‘to pass’
koniina ‘to finish’ koina ‘to dance’
yocuuka ‘to slander’ yokaya "to cut’
koyaya ‘to divide'

3 Korean

Give the underlying representations of each of the verb stems found below;
state what phonological rule applies to these data. (Note: there is a vowel
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beejot beejohin ‘white reindeer’
bissomeahtun bissomeahtumin  ‘unstable’

ladas ladasin ‘something jointed’
heaiyusmielat heaiyusmielagin ‘unhappy’

heankkan heankkanin ‘hanger’

yaman yamanin ‘'something that makes noise’

(Note: You may find it useful to return to this example after reading
chapter 6, and consider the formalization of this process using distinctive
features.)

Further reading
Inkelas 1994; Kaisse and Shaw 1985; Kenstowicz and Kisseberth 1977; Stanley 1967.
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Phonological systems are not made up of isolated and unrelated phono-
logical rules: there are usually significant interactions between phonolog-
ical processes. This chapter concentrates on two related topics. First, the
fact that a seemingly complex set of alternations can often be given a sim-
pler explanation if you separate the effect of different rules which often
happen to apply in the same form. Second, applying rules in different
orders can have a significant effect on the way that a given underlying
form is mapped onto a surface form.

5.1 Separating the effects of different rules

Very often, when you analyze phonological alternations, insights into the
nature of these alternations are revealed once you realize that a word may
be subject to more than one rule, each of which may affect the same seg-
ment. You should not think of a phonology as being just a collection of
direct statements of the relation between underlying segments and their
surface realization. Such a description is likely to be confusing and com-
plex, and will miss a number of important generalizations. Look for ways
to decompose a problem into separate, smaller parts, stated in terms of
simple and general rules. The different effects which these rules can have
on a segment may accumulate, to give a seemingly complex pattern of
phonetic change.

5.1.1 Votic: palatalization and raising/fronting

The following example from Votic (Russia) illustrates one way in which the
account of phonological alternations can be made tractable by analyzing
the alternations in terms of the interaction between independent phono-
logical processes. In these examples, [t] represents a velarized I.

(1) a. Nominative Partitive

vorkko vorkkoa ‘net’
Cako Cakoa ‘cuckoo’
lintu lintua ‘bird’
saatu saatua ‘garden’
yatka yatkaa ‘foot’
bocka bockaa ‘barrel’
einze eine® ‘hay’
vevi vaevie ‘son-in-law’

b. siili siiliee ‘hedgehog’
tusti tustia ‘pretty’

c. Yyarvi yarvoa ‘lake’
meci macea ‘hill’
¢ivi Civea ‘stone’

d. kurci kurkoa ‘stork’
ofci otkoa ‘straw’

kahci kahkoa ‘birch’
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The first group of examples (1a) shows that the nominative has no suffix,
and the partitive has the suffix -a or -ce (the choice depends on the preceding
vowels, determined by a vowel harmony rule according to which a suffix
vowel is front if the preceding vowel is front — the rule skips over the vowel
[i], but if there are no vowels other than [i] preceding, the harmony rule turns
the suffix vowel into a front vowel). The second group of examples (1b) illus-
trates roots which have [i/ as the underlying final vowel of the root. The
nouns in the third group (1c) illustrate a phenomenon of final vowel raising
and fronting (which we have previously seen in closely related Finnish),
whereby e and 2 become [i]| word-finally.

(2) Final fronting/raising
mid non-round vowel — front high | _ #

The essential difference between the examples of (1b) and (1c) is that the
forms in (1b) underlyingly end in the vowel [i/, and those in (1c) end in /e/
or [9/. In the last set of examples (1d), the noun root underlyingly ends in
the sequence [ko/, which can be seen directly in kurko-a. However, the final
CV of the root appears as [Ci] in the nominative kurci.

It would be unrevealing to posit a rule changing word-final [ko#/ into
[Ci#] in one step. A problem with such a rule is that the change of a velar
to a palatal conditioned by following word-final schwa is not a process
found in other languages, and depends on a very specific conjunction of
facts, that is, not just schwa, but word-final schwa. You may not know at
this point that such a rule is not found in other languages - part of learn-
ing about phonology is learning what processes do exist in languages,
something you will have a better basis for judging by the end of this book.
What you can see right now is that such a rule treats it as a coincidence
that the underlying final schwa actually becomes [i] on the surface by an
independently necessary rule, so that much of the supposed rule applying
to [ka#/ is not actually specific to [ko#/

This alternation makes more sense once it is decomposed into the two
constituent rules which govern it, namely final raising (independently
motivated by the data in (c)). Applying this rule alone to final /ka/ would
result in the sequence [ki]. However, [ki] is not an allowed CV sequence in
this language, and a process of palatalization takes place, in accordance
with the following rule:

(3) Palatalization
k—>¢/_i

We can thus account for the change of underlying [kurks/ and [otk9/ to
[kurci] and [a¢i] by applying these two rules in a specific order, where the
rule of vowel raising applies before palatalization, so that vowel raising is
allowed to create new occurrences of the vowel [i], and those derived cases
of [i] condition the application of palatalization.

(4) C: [kurks/ underlying
C: kurki vowel raising
kurci palatalization
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5.1.2 Kamba: palatalization and glide formation

There is a phonological process in Kamba (Kenya) whereby the combina-
tion of a velar consonant plus the glide y fuses into an alveopalatal
affricate. This can be seen in (5), which involves the plain and causative
forms of verbs. In the examples on the left, the verb is composed of the
infinitive prefix [ko-/ (which undergoes a process of glide formation before
another vowel, becoming [w]) followed by the verb root (e.g. -kam- ‘milk’),
plus an inflectional suffix -a. In the righthand column we can see the
causative of the same verb, which is formed by suffixing -y- after the verb

root before the inflectional marker -a.

(5) toV to Cause to V

a. kokdmd kokdmyd ‘milk’
kokona kokonya ‘hit’
koldamba koldambya ‘lap’
kotdld kotdlyd ‘count’
kwaambata kwaambatya ‘go up’
kwaada kwaadya ‘govern’
kwéétd kwéétyd ‘answer’
kwiimbd kwiimbyd ‘swell’

b. koBika koBica ‘arrive’
kopdloka koBdloca fall’
kolika kolica ‘enter’
kolé¢pga kolé¢nja ‘aim’
kwééngd kwéénji ‘clear a field’
kwaaneka kwaaneca ‘dry’
kw33kd kw33¢4 ‘gather coals’

The examples in (a) illustrate the causative affix following various non-
velar consonants of the language. In (b), we see the causative of various
roots which end in k or g, where by analogy to the data in (a) we predict
the causatives [koBikya/, [koBdlokya/, [kol¢engya/, and so on. Instead of
the expected consonant sequences ky, gy, we find instead that the velar
consonant has been replaced by an alveopalatal affricate, due to the fol-
lowing rule:

(6) Palatalization
ky,gy > ¢, J

Examples of glide formation are seen in (5), where the vowel [of
becomes [w] before another vowel. This process of glide formation is fur-
ther illustrated in (7) and (8). In (7), we can see across all of the columns
that the prefix for the infinitive is [ko/, and appears phonetically as such
when it stands before another consonant. The last three data columns
show that the prefixes marking different classes of objects are /m¢/ for
class 3, /mé/ for class 4, and [ké/ for class 7 (Kamba nouns have a dozen
grammatical agreement classes, analogous to gender in some European
languages).
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to V them
(7) toV to Vit (cl 3) (cl4) to Vit (cl 7)
koduka komo6duka koméduka kokéduka ‘churn’
kokaada komokaada komékaada kokékaada ‘praise’
koliinda komdliinda koméliinda kokéliinda ‘cover’
koménd komoéménd koméménd kokéménd ‘hate’
konupa komoénufa koménufa kokénupa ‘choose’

When the verb root begins with a vowel, we would predict a sequence
of vowels such as *koasya for ‘to lose.” Vowel sequences are avoided in
Kamba by the application of the rule of glide formation, according to
which any nonlow vowel becomes a glide before another vowel.

(8) toV to Vit (cl 3) toVthem (c14) toVit(cl?7)
kwddsyd komwddsyd komyddsyd koCddsyd ‘lose’
kwddkd komwddkd komyddkd kocddkd ‘build’
kwaasa komwdasa komydasa kocdasa ‘carve’
ké66mbd kom66mbd komy&6mbd koC66mbd ‘mold’
kookelya koméokelya komydokelya kocCdokelya qift’
kitind komtitind komytitind kocutind ‘fetch’
kuumbeka komuumbeka komydumbeka kocdumbeka ‘bury’
kwéénzd komwéénzd  komyé€énzd kocéénzd ‘shave’
kweé¢nda  komwéénda  komyéénda kocé¢nda ‘like’
kwi3dnd komw33nd komy33nd ko¢33nd ‘see’
kw33sd komw33sd komy33sd koc33sd ‘take’
kw3i3pd komw33p4 komy33p4 koc¢35B4 ‘tie’

The glide formation rule can be formalized as (9).

(9) Glide formation
e,0—>yw|_V

This rule would be expected to apply to underlying forms such as [ko-
una/ ‘to fetch’ and [ko-omba/ ‘to mold,” since those forms have an under-
lying sequence of a vowel o/ followed by another vowel. Applying that
rule would result in *[kwiitind] and *[kwé6mbd], but these are not the
correct forms. We can resolve this problem once we observe that the
glide [w] never appears between a consonant and the two highest round
vowels [u,0] (it can appear before the vowel [2], as seen in [kw33nd] ‘to
see’ from [ko-ona/).

It does not help to restrict rule (9) so that it does not apply before |o,u/,
since the vowel [e| does actually undergo glide formation before these
vowels (/ko-me-okelya/ becomes [komyo6okelya| ‘to lift them’ and [ko-mé-
ind/ becomes [komytitind] ‘to fetch them’). What seems to be a restriction
on glide formation is highly specific: the round vowel fails to surface as a
glide only if the following vowel is o or u. Furthermore, the round vowel
does not merely fail to become a glide, it actually deletes, so we can’t just
rewrite (9) so that it doesn’t apply before [u,0] since that would give

The stem-initial
vowel in these exam-
< ples becomes long,
tasa side-effect of the
preceding vowel

¢ becoming a glide:

* this is known as
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lengthening.
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“lkotind] and *[ko6mbd]). Two rules are required to account for these
vowel-plus-vowel combinations. A very simple solution to this problem is
to allow the most general form of the glide formation rule to apply,
imposing no restrictions, and derive the intermediate forms kwiitind
and kwddmbd. Since we have observed that the surface sequences [Cwo]
and [Cwu] (where “C” is “any consonant”) is lacking in the language, we
may posit the following rule of glide deletion, which explains both why
such sequences are lacking and what happened to the expected glide in
the intermediate forms.

(10) Homorganic glide deletion
w—0[C_ou

The interaction between these processes, that the general glide forma-
tion rule first creates a glide, which is then deleted in a restricted subset
of forms by (10), is expressed by ordering glide formation before glide
deletion.

Another crucial rule interaction is between glide formation and
palatalization. As we have seen, palatalization specifically applies to ky
and gy, which involve glides, and glide formation creates glides from vow-
els, whose creating can trigger application of palatalization. This is shown
in the derivation of [ko¢44syd] from [ko-ké-d4syd|.

(11) [ko-ké-ddsyd| underlying
kokyddsyd glide formation
kocddsyd palatalization

Thus glide formation creates phonological structures which are crucially
referenced by other phonological rules.

5.1.3 Bukusu: nasal+consonant combinations

The theme which we have been developing in this chapter is that phono-
logical grammars are composed of simpler elements that interact in
sometimes complex ways, and that this factoring-out of the fundamen-
tal processes is an essential part of phonological analysis. In the exam-
ples which we have considered above, such as vowel raising/fronting and
velar palatalization in Votic, or syncope and vowel raising in Tagalog, or
glide formation and palatalization in Kamba, the phonological process-
es have been sufficiently different that it would be very difficult to sub-
sume these processes under one rule. Often, a language may have a set
of phonological changes which are very similar in nature, or which
apply in very similar or even identical environments, and the question
arises whether the alternations in question reflect a single phonological
rule. Or, do the alternations reflect the operation of more than one inde-
pendent rule, with only accidental partial similarity? Such a situation
arises in Bukusu (Kenya), where a number of phonological changes affect
the combination of a nasal plus a consonant. Here, we are faced with a
set of similar phonological changes - changes in consonants which are
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preceded by nasals — and the question is should these processes be com-
bined into one rule?

Place assimilation and voicing. In the first set of examples in (12), a
voicing rule makes all underlyingly voiceless consonants voiced when
preceded by a nasal, in this case the prefix for the first-singular present-
tense subject which is [n/. The underlying consonant at the beginning of
the root is revealed directly when the root is preceded by the third-plural
prefix Ba-, or when there is no prefix as in the imperative.

(12) Imperative 3pl pres. 1sg pres
Ca Baca nja ‘go’
Cexa BacCexa njexa ‘laugh’
¢uCuupga Bacucuunga njucuunga ‘sieve’
talaanda Batalaanda ndalaanda ‘go around’
teexa Bateexa ndeexa ‘cook’
tiira Batiira ndiira ‘get ahold of
piima Bapiima mbiima ‘weigh’
pakala Bapakala mbakala ‘writhe in pain’
ketulula Baketulula pgetulula ‘pour out’
kona Bakona pgona ‘pass the night’
kula Bakula pgula ‘buy’
kwa Bakwa pgwa ‘fall’

We can state this voicing rule as follows.

(13)  Postnasal voicing
voiceless — voiced [ nasal __

You will also note that a nasal consonant always agrees in place of articu-
lation with the following consonant, a process which we will notate infor-
mally as follows (where “aplace....aplace” means “the same place of
articulation”: this will be discussed in more detail in later chapters).

(14) Nasal place assimilation

C
nasal — aplace__
aplace

The data considered so far have not given clear evidence as to what the
underlying place of articulation of the first-singular subject prefix is,
since that nasal always assimilates to the following consonant. To deter-
mine that the prefix is indeed /n/, we turn to the form of stems which
underlyingly begin with a vowel, where there is no assimilation. In the
imperative, where no prefix precedes the stem, the glide [y] is inserted
before the initial vowel. (The data in (17) include examples of underlying
initial [y/, which is generally retained.) When the third-plural prefix /Ba/
precedes the stem, the resulting vowel sequence is simplified to a single
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nonhigh vowel. No rules apply to the first-singular prefix, which we can
see surfaces as [n] before all vowels.

(15) Imperative 3pl pres. 1sg pres
yiixala Beexala niixala ‘sit’
yaasama Baasama naasama ‘gape’
yoola Boola noola ‘arrive’
yeekesya Beekesya neekesya ‘show’

One question that we ought to consider is the ordering of the rules of
voicing and place assimilation. In this case, the ordering of the rules does
not matter: whether you apply voicing first and assimilation second, or
assimilation first and voicing second, the result is the same.

(16) [n-kwa/ [n-kwa/
voicing ngwa assimilation pkwa
assimilation pgwa voicing pgwa

The reason why the ordering does not matter is that the voicing rule does
not refer to the place of articulation of the nasal, and the assimilation
rule does not refer to the voicing of the following consonant.

Postnasal hardening. There is another process of consonant hardening
which turns the voiced continuants into appropriate noncontinuants
after a nasal: 1 and r become d, B becomes b, and y becomes J.

(17) Imperative 3pl pres. 1sg pres
lola Balola ndola ‘look’
lasa Balasa ndasa ‘shoot at’
leBa Balepa ndeBa ‘push’
Iwaala Balwaala ndwaala ‘be sick’
ra Bara nda ‘put’
rara Barara ndara ‘be stung’
ropa BaroBa ndoBa ‘ripen’
rusya Barusya ndusya ‘vomit’
rya Barya ndya ‘fear’
Bakala Bapakala mbakala ‘spread’
Bala Bapala mbala ‘count’
Basa BaPasa mbasa ‘forge’
Boola BaBoola mboola ‘tell’
yama Bayama fijama ‘scout’
yaaya Bayaaya fijaaya ‘scramble with’
yoola Bayoola nijoola ‘scoop’
yuula Bayuula fijuula ‘snatch’

These data can be accounted for by the following rule:

(18) Postnasal hardening
voiced continuant — noncontinuant [ nasal _
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This statement of the rule illustrates a simplification often made in the
way that rules are stated: they are typically written to specify the bare
essentials of the change, leaving the exact phonetic consequences of the
rule to be filled in by general principles. Consider first the fact that /B/
becomes [b]: this change is accurately described just by the statement that
voiced continuants become stops after nasals, since the only difference
between [B] and [b] is that [B] is a continuant. However, [r] and [d] differ in
two respects: first, [r] is a continuant, and second, [r] is a sonorant where-
as [d] is an obstruent. The question is, what would it mean for [r| to change
into a stop which was still a sonorant (as is implied by the rule statement
(18))? Sonorant stops are not common in the languages of the world, and
are generally restricted to nasals. In analyzing the change of [r/ to [d] as
nothing more than a change from continuant to stop, we take advantage
of the fact that some changes in phonetic value are automatic side effects
of general principles of possible language sounds, and need not be stated
in the rule itself. In the case of the change of [r/ to [d], the subsidiary
change is from sonorant to obstruent status, being brought about by the
lack of oral sonorant stops in languages.

Analogous reasoning is seen in the change of [l/ to [d] after a nasal. The
only other difference from the change of [r| to [d] is that the resulting
sound becomes nonlateral. What would be the result if /I/ were to simply
change to being a stop? We expect a change to obstruent status, but what
is a lateral obstruent? There actually is such a segment in some languages:
a voiced lateral affricate [d'] does exist in Tlingit and Navaho. But such a
segment is very rare, and in particular does not exist in Bukusu. Given the
knowledge that the segment [d'] does not exist in Bukusu, you can pre-
clude [d!] as being the actual output of a rule which makes [I/ be a stop.

This same approach explains why [y/ becomes [j]. As with r and I, we
expect a change of [y/ to being an obstruent. There does exist an obstruent
stop corresponding to [y/ found in languages, namely [3]. As with the imme-
diately preceding case of [1/ becoming [d], we note that there is no segment
[3] in Bukusu. We will discover, as we investigate phonological patterns in
various languages, that it is not unusual to encounter such effects, where
certain classes of segments that are the output of phonological rules are
subject to minor readjustments, to bring the result of the rule into con-
formity with general properties of segments in the language. When the
results of a rule are subject to such adjustments, to bring the output into
conformity with the phonemic inventory of the language, the rule is said
to be structure preserving.

The independence of voicing and hardening. You might want to state
these two processes, rules (13) and (18), as a single rule which both voices
voiceless stops and makes voiced continuants into stops after a nasal,
since in both cases, the consonant that appears after the nasal is a voiced
stop. Rather than try to accomplish all of this with a single rule, we will
assume that there are two separate rules, one which accounts for voicing
and the other which turns continuants into stops. This way, each rule will
perform a single phonetic change in one unified context: the question of
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just how much a single rule can actually do is discussed in more detail in
later chapters.

Postnasal l-deletion. A third process affecting sequences of nasal plus
consonant can be seen in the following data.

(19) Imperative 3pl pres. 1sg pres

a. tima Batima ndima ‘run’
taafa Bataana ndaafa ‘hack’
tiina Batiipa ndiina ‘filter’
rema Barema ndema ‘chop’
riina Bariina ndiina ‘run away’
ruma Baruma nduma ‘send’

b. laanda Balaanda naanda ‘go around’
laapgwa Balaapgwa naapgwa ‘be named’
liinda Baliinda niinda ‘wait’
loma Baloma noma ‘say’
loondelela Baloondelela noondelela ‘follow’
luma Baluma numa ‘bite’

The examples in (a) show the effect of rules of voicing and consonant
hardening, applying as expected to [t/ and [r/. However, the examples in
(b) show the deletion of underlying /1/ after a nasal. These examples con-
trast with the first set of examples in (17), where the root also begins
with underlying [1/: the difference between the two sets of verbs is that
in the second set, where [1/ deletes, the following consonant is a nasal,
whereas in the first set where 1/ does not delete, the next consonant is
not a nasal.

The significance of the examples in (19a) is that although underlying |t/,
[l and [r| all become [d] after a nasal, the deletion of an underlying con-
sonant in the environment N__VN only affects underlying [1/. Since the
voicing and hardening rules would neutralize the distinction between the
three consonants after a nasal but in fact [l/ acts differently from /t/ and
[t/ in the context N__ VN, we can deduce that there must be a rule deleting
[/ = but not [t/ or [r/ - in this context.

(20) I-deletion
1— @ [nasal _ V nasal

Furthermore, this rule clearly must apply before the hardening rule
changes [1/ into [d] after a nasal, since otherwise there would be no way to
restrict this rule to applying only to underlying [l/. Once the hardening
rule (18) applies, underlying /n-liinda/ would become n-diinda, but [n-riina/
would also become n-diina. Once that has happened, there would be no
way to predict the actual pronunciations [niinda] and [ndiina].

On the other hand, if you were to apply the I-deletion rule first, the rule
could apply in the case of /n-liinda/ to give [niinda], but would not apply to
[n-riina/ because that form does not have an I: thus by crucially ordering
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the rules so that I-deletion comes first, the distinction between (l/, which

deletes, and [r/, which does not delete, is preserved.

Nasal degemination. Another phonological process applies to consonants
after nasal consonants. When the root begins with a nasal consonant, the
expected sequence of nasal consonants simplifies to a single consonant.

(21) Imperative 3pl pres.
mala Bamala
manya Bamanya
meela Bameela
poola Bapoola
na Bana
naana Banaana
nwa Banwa

1sg pres
mala
manya
meela
poola
na
naana
nwa

‘finish’

‘know’

‘get drunk’

‘see into the spirit world’
‘defecate’

‘chew’

‘drink’

Thus, in the case of mala ‘I finish,” the underlying form would be /n-mala/
which would undergo the place assimilation rule (14), resulting in *mmala.
According to the data we have available to us, there are no sequences of
identical consonants in the language, so it is reasonable to posit the

following rule.

(22) Degemination
CC — (G

The information notation “C,C;” means “two consonants with the same

value.”

Nasal deletion. The final process which applies to sequences of nasal
plus consonant is one deleting a nasal before a voiceless fricative.

(23) Imperative 3pl pres.
fuma Bafuma
fuundixa Bafuundixa
fwa Bafwa
xala Baxala
xalaanga Baxalaapga
xweesa Baxweesa
seesa Baseesa
siimbwa Basiimbwa
somya Basomya
sukuwa Basukuwa
sya Basya

1sg pres
fuma
fuundixa
fwa

xala
xalaapga
xweesa
seesa
siimbwa
somya
sukuwa
sya

‘spread’
‘knot’
‘die’

‘cut’

fry’
‘pull’
‘winnow’
‘have indigestion’
‘teach’
‘rub legs’
‘grind’

The predicted underlying form of fuma ‘I spread’ is /n-fuma/, which con-
tains a sequence of nasal plus fricative. However, our data indicate that this
sequence does not appear anywhere in the language, so we may presume
that such sequences are eliminated by the following rule of nasal deletion.
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of the scale of
research needed to
become fully
confident about a
hypothesis regarding
a language, consider
this example from
my own work in
Kerewe. After
working for three
years on Kerewe, I
only observed [b]
after [m], and, given
the tens of thousands
of available examples,
concluded that [b]
only appears after a
nasal. Three more
years of research
turned up four
words with [b] not
preceded by [m]. The
initial hypothesis
was falsified: but it
was very unlikely
that the hypothesis
would be falsified. .

. .
eccccccccccccccccce’®

©000000000000000000000000000000000000000000000000000000000000000000000000000000000000
© 0 00000000000000000000000000000000000000000000000000000000000000000000000000000°

(24) Nasal deletion
nasal — @ [ _ voiceless continuant

Summary. We have found in Bukusu that there are a number of phono-
logical processes which affect N+C clusters, by voicing, hardening, or
deleting the second consonant, or deleting the nasal before a nasal or a
voiceless fricative.

(25) Postnasal voicing (13) voiceless — voiced [ nasal __
C
Nasal place assimilation (14) nasal — aplace | _
aplace
I-deletion (20) 1 — @ [nasal _ Vnasal
Postnasal hardening (18) voiced continuant — stop [ nasal __
Degemination (22) CC — G
Nasal deletion (24) nasal — @ | _ voiceless continuant

Despite some similarity in these processes, in that they apply in the same
general environment, there is no reasonable way to state these processes
as one single rule.

In addition to showing how a complex system of phonological alternations
decomposes into simpler, independent, and partially intersecting rules, the
preceding analyses reveal an important component of phonological analysis,
which is observing regularities in data, such as the fact that Bukusu lacks any
consonant sequences composed of a nasal plus a fricative on the surface.

This raises the question how we are to determine that such observations
about data are empirically valid: how do we know that the data which we
see are representative of the whole language? The confidence with which
hypotheses can be made is a function of size of the database available for
testing the hypothesis. If a corpus contains only one or two examples, it is
very hard to give any level of confidence to the general correctness of any
observations made from such a small corpus; on the other hand, if the
available corpus contains tens of thousands of datapoints, a much higher
level of confidence can be assigned to inferences about the language (pro-
vided that the datapoints are taken from various areas of the language: ten
thousand examples of verbs in the past tense will tell you little about what
will be seen in plural nouns). Even so, a hypothesis supported by tens of
thousands of observations may be falsified by the next observation.

5.1.4 Kimatuumbi

The following data from Kimatuumbi illustrate the different surface real-
izations of the noun-class prefixes (nouns are assigned lexically or syntac-
tically to different classes, conventionally numbered between 1 and 21).
What phonological rule applies in these examples?

(26) Class  C-initial noun  V-initial noun
4 mi-kadte ‘loaves’ my-06t6 ‘fires’
5 li-kugputinda ‘filtered beer’  ly-oowd ‘beehive’
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7 ki-kdlaapgo ‘frying pan’ ky-uuila ‘frog’

8 i-kdlaapgo ‘frying pans’ y-uuld ‘frogs’

14 u-tépe ‘mud’ w-timbt ‘beer’

11 lu-to6ndwa ‘star’ Iw-aaté ‘banana hand’

13 tu-téopé ‘little handles’ tw-adna ‘little children’
15 ku-sutle ‘to school’ kw-iisiwd  ‘to the islands’
16 mu-kikda ‘in the navel’ mw-iikd ‘in the navels’

The examples in (27) illustrate one of the results of an optional rule
deleting the vowel u after m, hence in these words, the prefix /mu/ can be
pronounced in two ways, one with u and one without u. There is an inde-
pendent rule in the language which assimilates a nasal to the place of
articulation of the following consonant (we have seen that rule in previ-
ous Kimatuumbi data in chapters 3 and 4). What other phonological
process is illustrated by the following data? (An alternative transcription
of this form would be ppwesa: the point of writing this as [g"] is to make
clear that there is a change in the nature of the initial segment, and not
the addition of another segment.)

(27) Unreduced form Reduced form

mu-wesa. . . p-n“esa ‘you (pl) can’
mu-wikuliile p-p“ikuliile ‘you (pl) covered’
mu-yikutiile f-fitkitiile ‘you (pl) agreed’
mu-ydyuutite f-fibyvutite ‘you (pl) whispered’
mu-wuingo p-p*udingo ‘in the civet’
mu-ytiga f-fitiga ‘in the body’

(This rule only applies between nasals and glides in separate morphemes.)

The examples in (28) illustrate the point that nouns which are in class 7
in the singular (which is marked with the prefix ki-) have their plural in
class 8 (with the prefix i-). The plural locative form gives further illustra-
tion of a phonological process which has previously been motivated for
the language, in this section.

(28)  Singular (cl 7) Plural (cl 8) Plural locative

ki-bdo i-bdo mwii-bdo ‘stool’

ki-bigd i-bigd mwii-bigd ‘pot’

ki-biliitu i-biliitu mwii-biliitu ‘box of matches’
ki-bégoyd i-bégoyd mwii-bégoy6 ‘toothless person’

How do you explain the following examples of nouns, which also have
singulars in class 7 and plurals in class 8, given that the class prefixes in
these examples are underlyingly /ki-/ and [i]-?

(29) Singular (cl 7) Plural (cl 8) Plural locative
kydai ydai muydai ~ nfidai ‘soup pot’
kyadka yadka muyadka ~ fifladka ‘bush’
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kyukt yuki muyuki ~ Afuki ‘stump’
kyuuba yuubd muyuubd ~ nfiuiba ‘chest’

5.2 Different effects of rule ordering

Besides showing how greater generality can often be achieved by splitting
a process into smaller pieces, these examples have illustrated that the
application of one rule can bring into existence new environments where
the second rule can apply, an environment which did not exist in the
underlying form. What we observed happening in these cases was that
both of the rules applied. Not all interactions between phonological
processes have this characteristic - sometimes applying one rule presents
a second rule from applying — and in this section we consider some of the
effects of different rule orderings.

5.2.1 Lamba: harmony and palatalization
The following data illustrate the interaction between a rule of vowel

harmony and a palatalization rule in the language Lamba (Zambia):

(30) Plain Passive Neuter Applied Reciprocal

dita Citwa Citika citila Citana ‘do’

tula tulwa tulika tulila tulana ‘dig’

Ceta Cetwa Ceteka Cetela Cetana ‘spy’
sopka sopkwa  sopkeka  sopkela  sopkana ‘pay tax’
pata patwa patika patila patana ‘scold’
fisa fiswa fisika fisila fisana ‘hide’
Cesa Ceswa Ceseka Cesela Cesana ‘cut’

kosa koswa koseka kosela kosana ‘be strong’
lasa laswa lasika lasila lasana ‘wound’
masa maswa masika masila masana ‘plaster’
Sika Sikwa Sicika Sicila Sikana ‘bury’
seka sekwa sekeka sekela sekana ‘laugh at’
poka pokwa pokeka pokela pokana ‘receive’
kaka kakwa kacika kacila kakana ‘tie’

fuka fukwa fucika fucila fukana ‘creep’

In order to see what these data show, we must first understand the mor-
phological structure of these words, a step which leads us to realize that
the pronunciation of certain morphemes changes, depending on their
phonetic context. Verbs in Lamba are composed of a root of the form
CV(C)C, an optional derivational affix marking passive, neuter, applied or
reciprocal, and a word-final suffix -a which marks the form as being a
verb. The underlying forms of the passive and reciprocal suffixes are clear-
ly -w- and -an-, since they exhibit no phonetic variations. The neuter and
applied suffixes appear phonetically as -ik- and -ek-, -il- and -el-. The choice
of vowel in the suffix is determined by the vowel which precedes the suf-
fix: if the verb root contains the vowel i, u or a the suffix has the vowel i,
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and if the root contains the vowel e or o the suffix has the vowel e. The
group of vowels i, 1, a is not a natural phonetic class, so it is implausible
that the suffixes are underlyingly -el- and -ek- with -il- and -ik- being derived
by a rule. The class of vowels ¢, o is the phonetic class of mid vowels; it is
thus evident that this language has a vowel harmony rule which assimi-
lates underlying high vowels (in the suffixes [il/ and [ik/) to mid vowels
when they are preceded by mid vowels.

(31) Height harmony
i— e [ mid vowel __

There is an alternation in the realization of certain root-final conso-
nants. As shown in examples such as kaka ~ kacika and lasa ~ lasika,
the velar consonants and the alveolar continuant s become alveopalatals
when they are followed by the vowel i, by a process of palatalization.

(32) Palatalization
ks—¢, 8/ _i

The interaction between these processes is seen in words which could in
principle undergo both of these processes: roots with the vowel e or o, and
the final consonant k or s. The example sekeka ‘laugh at’ from [sek-ik-a/
shows how these processes interact. Suppose, first, that palatalization
were to apply before vowel harmony. Since the underlying representation
has the sequence [ki/ which is required by palatalization, that rule would
apply. Subsequently, vowel harmony would assimilate [i/ to [e] after [e/, giv-
ing the wrong surface result. This is illustrated below in a derivation
which spells out the results of applying first palatalization, then height
harmony.

(33) [sek-ik-a/ underlying
secCika palatalization
*secCeka height harmony

Thus, applying the rules in this order gives the wrong results: this order
cannot be correct.

On the other hand, if we apply the processes in the other order,
with height harmony applying before palatalization, then the correct
form is generated.

(34) [sek-ik-a/ underlying
sekeka height harmony
(not applicable) palatalization

5.2.2 Voicing and epenthesis
Lithuanian. Another example which illustrates how an earlier rule can
change a form in such a way that a later rule can no longer apply is
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found in Lithuanian. There is a process of voicing assimilation in
Lithuanian whereby obstruents agree in voicing with an immediately
following obstruent. This rule applies in the following examples to the
verbal prefixes [at/ and [ap|.

(35) a. Jat/ at-eiti ‘to arrive’
at-imti ‘to take away’
at-nesti ‘to bring’
at-leisti ‘to forgive’
at-likti ‘to complete’
at-ko:pti ‘to rise’
at-prasi:ti ‘to ask’
at-kurti ‘to reestablish’

lap/ ap-eiti ‘to circumvent’

ap-iesko:ti ‘to search everywhere’
ap-akti ‘to become blind’
ap-mo:ki:ti ‘to train’
ap-temdi:ti ‘to obscure’
ap-Saukti ‘to proclaim’

b. Jat/ ad-bekti ‘to run up’
ad-gauti ‘to get back’
ad-bukti ‘to become blunt’
ad-gimti ‘to be born again’

|ap/ ab-gauti ‘to deceive’
ab-Z'ureti ‘to have a look at’
ab-zZelti ‘to become overgrown’
ab-dauzi:ti ‘to damage’
ab-draski:ti ‘to tear’

We would assume that the underlying forms of the prefixes are /at/ and /ap/,
and that there is a rule which voices obstruents before voiced obstruents.

(36) Voicing assimilation
obstruent — voiced | __ voiced obstruent

The alternative hypothesis would be that the prefixes are underlyingly
/ad| and [ab/. However, there is no natural context for describing the
process of devoicing. Although devoicing of voiced obstruents before
voiceless obstruents is quite natural, assuming that the prefixes have
underlying voiced obstruents would also require the consonant to be
devoiced before vowels and sonorant consonants, in order to account for
the supposed derivations [ad-eiti/ — [ateiti], [ab-eiti] — [apeiti], [ad-neSti/
— [atnesti] and [ab-mo:ki:ti/ — [apmo:ki:ti]. But there is clearly no con-
straint against voiced obstruents before vowels and sonorants in this lan-
guage (in fact, no language has ever been attested with a rule of consonant
devoicing where the conditioning environment is a following vowel). On
the basis of this reasoning, we conclude that the prefixes have underlying
voiceless consonants.
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When the initial consonant of the root is an alveolar stop, the vowel [i]
appears after the prefix /at/, and similarly when the initial consonant is a
bilabial stop, [i] is inserted after the consonant of /ap/.

(37) ati-duoti ‘to give back’
ati-dari:ti ‘to open’
ati-deti ‘to delay’
ati-teisti ‘to adjudicate’
api-berti ‘to strew all over’
api-begti ‘to run around’
api-puti ‘to grow rotten’

Given just the voicing assimilation rule, you would expect forms such as
*ladduoti], *[abberti] by analogy to [adbekti] and [abdauzi:ti]. Lithuanian
does not allow sequences of identical consonants, so to prevent such a
result, an epenthetic vowel is inserted between homorganic obstruent
stops (which is notated in the rule by placing “aplace” under each of the
consonants).

(38) Epenthesis
@ — i [ obstruent stop __obstruent stop
[aplace] [aplace]

The ordering of these rules is important: epenthesis (38) must apply before
voicing assimilation, since otherwise the prefix consonant would assimi-
late the voicing of the root-initial consonant and would then be separated
from that consonant by the epenthetic vowel. The result of applying the
voicing assimilation rule first would be to create [adduoti], [abberti|, and
then this would undergo vowel epenthesis to give incorrect *[adiduoti],
*labiberti]. If, on the other hand, epenthesis is the first rule applied, then
underlying /at-duoti/ becomes [atiduoti] and [ap-berti] becomes [apiberti].
Epenthesis eliminates the underlying cluster of obstruents, preventing
the voicing rule from applying.

Armenian. Interestingly, a similar pair of rules exists in the New Julfa
(Iran) dialect of Armenian, but they apply in the opposite order. If rules
apply in a particular order, you would expect to find languages with essen-
tially the same rules A and B where A precedes B in one language and B
precedes A in another: this is what we find in comparing Armenian and
Lithuanian.

The first-singular future prefix is underlyingly k-, as shown in (39a),
where the prefix is added to a vowel-initial stem. That /k/ assimilates voic-
ing and aspiration from an obstruent which immediately follows it under-
lyingly (but not across a vowel). In addition, initial consonant clusters are
broken up by an epenthetic schwa. As the data in (39b) show, the prefix
consonant first assimilates to the initial consonant of the root, and then
is separated from that consonant by schwa.
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(39) a.  kertlam ‘I will go’
k-asiem ‘T will say’
k-aniem ‘T will do’
k-akaniem ‘T will watch
k-oxniem ‘T will bless’
k-urriem ‘T will swell’

b. ko-tam ‘Twill give’
ko-kienam ‘Twill exist’
go-bozzam ‘Twill buzz’
go-lam ‘Twill cry’
go-zoram ‘T will bray’
Kk'o-t"uoyniem ‘I will allow’
Kto-¢Papliem ‘I will measure’
gho-bliefiem ‘I will carry’
gho-gMuom ‘I will come’
gho-d®Pieviem ‘I will form’

The difference between this dialect of Armenian and Lithuanian is that
vowel epenthesis applies before consonant assimilation in Lithuanian
but after that rule in Armenian, so that in Armenian both epenthesis
and assimilation can apply to a given word, whereas in Lithuanian
applying epenthesis to a word means that assimilation can no longer

apply.

5.2.3 Lomongo: B-deletion and resolution of vowel hiatus
Sometimes, what needs to be remarked about the interaction between
processes is the failure of one rule to apply to the output of another rule.
This is illustrated in (40), (41) and (46) with examples from Lomongo
(Congo). The first four examples demonstrate the shape of the various sub-
ject prefixes when they stand before a consonant

(40)

Imp 1sg 2sg 3sg 1pl 2pl 3pl

sanga nsapga osapga asapga tosapga losapga Dbasapga ‘say
kamba pkamba okamba akamba tokamba lokamba bakamba ‘work’
mela mmela omela amela tomela lomela bamela  ‘drink’
jila njila ojila ajila tojila lojila bajila ‘wait’

]

The underlying forms of the subject prefixes are /N/ (which stands for
a nasal consonant, whose exact place of articulation cannot be deter-
mined), [o/, [a/, [to/, [lo] and [ba/. There is a vowel harmony process
assimilating the closed vowel [o/ to the open vowel [0] when the fol-
lowing syllable contains either of the open vowels [€] or [9], and the pre-
fix for first-singular subject assimilates in place of articulation to the
following consonant.

The examples in (41) show how the subject prefixes are realized if the
verb root begins with a vowel.
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(41)

Imp.  1sg 2sg 3sg 1pl 2pl 3pl

ena njena wena ena t'wena  jwena  bena  ‘see’

isa njisa wisa isa t'wisa Jwisa bisa ‘hide’
imeja njimeja wimeja imeja t'wimeja jwimeja bimeja ‘consent’
usa njusa  wusa usa t'wusa  jwusa  busa  ‘throw’
ina njina wina ina t*'wina jwina bina ‘hate’

When the first-singular subject prefix stands before the root, it has the
shape [n]j], which we will treat as being the result of insertion of [j]
between the prefix and a vowel-initial root. (We might also assume the
prefix /nj/, which simplifies before a consonant, since such three-consonant
sequences, viz. [nj-sapga/, do not exist in the language.)

(42) Consonant epenthesis
@—>j/n+ _V

The vowel [a/ deletes before another vowel, as shown by the third-singular
and third-plural forms /a-ena/ — [ena] and [ba-ena/ — [bena].
(43) Vowel truncation
a—>0|_V

The prefixes [0/, [to/, and [lo/ undergo a process of glide formation where
o/ becomes [w] before a vowel.
(44) Glide formation
o—>w/|[_V

In the case of [to/ and [lo/ a further process affricates these consonants
before a glide.

(45) Affrication
L1t/ _w

This affrication process must apply after glide formation, since it applies
to a sequence of consonant plus glide that is created by the application
of glide formation from an underlying consonant-plus-vowel sequence.

The final set of examples illustrates verb roots which underlyingly
begin with the consonant /b/. As these data show, when underlying [b/ is
preceded by a vowel, it is deleted.

(46) Imp 1sg 2sg 3sg 1pl 2pl 3pl
bina mbina oina aina toina loina baina  ‘dance’
bota mbota oota aota toota loota baota  ‘beget’

Thus, surface [oina] derives from [obina/ and [baina] derives from [babina/,
via the following rule.
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(47) Labial elision
b—>0|V_V

In this case, even though deletion of |b/ creates new sequences of 0+V
and a+V which could in principle undergo the rules of a-deletion and
glide formation, those rules do not in fact apply. In other words, in this
case the grammar must contain some kind of explicit statement regard-
ing the interaction of these processes, such as an explicit ordering of the
rules, which guarantees that the output of b-deletion does not undergo
glide formation or a-deletion. By ordering the b-deletion rule so that it
applies after the glide formation and vowel truncation rules, we explain
why those two rules fail to apply, just in case the consonant b is deleted
intervocalically. The ordering where b-deletion precedes vowel truncation
and glide formation, illustrated in (48b), results in ungrammatical forms,
which shows that that ordering of the rules is incorrect. (“NA” means that
the rule cannot apply, because the conditions called for in the rule are not
satisfied in the string.)

(48) a. Jo-bina/ [a-bina/ underlying
NA NA glide formation
NA NA vowel truncation
oina aina b-deletion

b. |o-bina/ [a-bina/ underlying

oina aina b-deletion
wina NA glide formation
NA ina vowel truncation
*[wina] *lina]

Lomongo thus provides an example of the failure of rules - especially
vowel truncation and glide formation - to apply to the output of a specif-
ic rule - b-deletion - which we explain by ordering b-deletion after the
vowel rules.

5.2.4 Examples for discussion
Karok. These data from Karok (California) illustrate three interacting
phonological processes. Comment on the underlying forms of the follow-
ing words, state what phonological rules are motivated, and discuss the
order in which these processes apply.

(49) Imperative 1sg 3sg
pasip nipasip ?upasip ‘shoot’
siitva nisi:tva Pusistva ‘steal’
kifnuk nikifnuk ?ukifnuk ‘stoop’
suprih nisuprih ?usuprih ‘measure’
Pifik ni?ifik ?u?ifik ‘pick up’
?i:ftih ni?i:ftih Puriftih ‘growing’

Paktuv ni?aktuv ?Pu?aktuv ‘pluck at’
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?akrap ni?akrap ?Pu?akrap ‘slap’

Parip ni?arip Purarip ‘cut a strip’
Paxyar nixyar Puxyar il

?iskak niskak Puskak ‘jump’

?imnis nimnis ?Pumnis ‘cook’

?iksah niksah ?uksah ‘laugh’

?isriv nisriv Pusriv ‘shoot at a target’

Shona. Often, a seemingly complex problem can be significantly simpli-
fied by breaking the problem up into a few interacting processes. If you
look at the phonetic realizations of the passive suffix in Shona
(Zimbabwe), you see that there are seven different manifestations of this
suffix. However, this considerable range of variation can be explained in
terms of a much smaller set of very general phonological rules, whose
interaction results in many surface realizations of the suffix.

(50)

Active Passive Active Passive

bika bikwa ‘cook’ diba dibya ‘dip’
plugama pfugamnpa ‘kneel’ pepa pepxa ‘nurse’
buda budywa ‘go out’ ruma rumna ‘bite’
rova rovya ‘stay away’ mana manpwa ‘run’

i

kwasa kwasxwa  ‘hunt’
fupga  fupgwa ‘think’

supga supgwa ‘tie
tepga tepgwa ‘buy

)

tamba tambya ‘play’ b'unza b'unzywa ‘ask’

imba imbya ‘sing’ gara garywa ‘stay’
set’a set’xwa ‘amuse’ red”a red“ywa ‘lengthen’
tapa tapxa ‘capture’ Beza Bezywa ‘carve’
rega regwa ‘leave’ ib'a ib"ya ‘ripen’
suza Suzywa ‘store grain’  tasa tasxwa ‘ride’
peta petxwa ‘fold’ dana danpwa ‘call’

ona onpwa ‘see’ ita itxwa ‘do’

doka dokwa ‘set’ seka sekwa ‘laugh’
fesa fesxwa ‘prick’ rasa rasxwa ‘throw away’
rana ranpwa ‘kick’ pema pempa ‘beg food’
goca gocxwa ‘roast’ sika sikwa ‘arrive’
d“d’a d%id*ywa  ‘learn’ fuka fukwa ‘cover’
famba fambya ‘walk’ nand’a nand*ywa ‘lick’
gada gadywa ‘mount’ bata batxwa ‘hold’
tuma tumpa ‘send’ tora torywa ‘take’

opa ogwa ‘growl’ rima rimna ‘plow’
sefa sefxa ‘sieve’ kweza  kwezywa  ‘attract’
juja jujywa ‘leak’ guruva guruvya ‘deceive’
manga mangwa ‘arrest’ mina minpwa ‘swallow’

The precise rules which you postulate will depend on what you assume to
be the underlying form of the passive suffix, since there are two plausible
underlying forms for the suffix, based on the data above. The phonological
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alternations seen in the following examples are relevant to deciding what
the underlying form of the passive suffix is (and therefore exactly how
these phonological alternations are to be analyzed). These inflected forms
involve a prefix marking the subject, followed by one of various tense
markers such as -ca-, -no-, and -a-, or no marker, finally followed by the verb
stem.

(51) Subjunctive Future
urime ‘that you (sg) plow’ uCarima  ‘you (sg) will plow’
murime ‘that you (pl) plow’ mucarima ‘you (pl) will plow’
turime ‘that they (tiny) plow’ tucarima ‘they (tiny) will plow’
kunat’e ‘that there be nice’ kucanat’a ‘there will be nice’
Habitual Recent past
unorima  ‘you (sg) plow’ warima ‘you (sg) plowed’
munorima ‘you (pl) plow’ mparima ‘you (pl) plowed’
tunorima ‘they (tiny) plow’ txwarima ‘they (tiny) plowed’
kunonat’a ‘there is nice’ kwanat’a ‘there was nice’

A further fact which is relevant to deciding on the correct analysis is that
[v], [x] do not appear after vowels or at the beginning of a word.

Klamath. The data in (52)-(56) from Klamath (Oregon) illustrate two
processes. The first deaspirates and deglottalizes consonants before
obstruents, before glottalized and voiceless resonants, as well as in word-
final positions. The examples in (52) illustrate plain voiceless obstruents,
which do not undergo any phonetic alternations. The data below involve
a range of inflectionally and derivationally related word forms: the com-
mon root is underlined (the last form in this set also illustrates an alter-
nation between i and y’, which is not crucial).

(52) lap-a ‘two (obj.)’ la:p ‘two’
skot-a ‘puts on a blanket’ skPot-pli  ‘puts on a blanket
again’
q’la:¢-aksi  ‘Blueberry Place’ q’la:C ‘blueberry (sp)’
pog-a ‘bakes camas’ pog-s ‘camas root’
laqi ‘is rich’ lagy’-a:ka ‘little chief

The data in (53) provide examples of underlyingly glottalized obstruents,
which become plain voiceless consonants unless they are followed by a
vowel or plain sonorant.

(53) plak’a ‘smashes’ p’ak-ska ‘chips off (intr)’
Pe:t-a ‘distributes’ se-Pe:t-s ‘Saturday’
pog-pog-a  ‘becomes dusty’ po:g-tki ‘becomes dusty’
¢hak-a ‘melts (intr)’ Ehak-tki ‘melts (as butter)’
2i-¢Mi:&-a ‘makes shavings’  k¢li&ta ‘scrapes ones foot on’

&Mo:g-a ‘is smooth’ &Mo:g-tki  ‘becomes slick’
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qit-lqa ‘pours down’ qit-q"a ‘pours out’
-lo:p’a ‘eats soup’ -lo:p-s ‘soup’

Datain (53) show that aspirated consonants deaspirate in this same context.

(54) LgMicri ‘strong’ li:S-tki ‘becomes strong’
ponw-o:t™a  ‘while drinking’ ponw-o:t-s  ‘something to drink
with’
so:¢t-a ‘kindles a fire’ so:C-ticla ‘lights a fire under’
sizyo:tha ‘trades (pl) obj sizyo:t-pli ‘trade back (pl obj)’
with each other’
n’ig"o:wa ‘keeps putting n’ig-tpa ‘reaches and touches’

a hand in water’

The second process, syncope, deletes a short vowel from the first sylla-
ble of a stem when preceded by a CV prefix and followed by CV.

(55)

lagi:ta ‘suspects s.0.” sa-lgita ‘suspects e.o.’

macPa:tka ‘listens’ sna-m&"a:ti:la  ‘causes to hear’

mec’a ‘moves camp’ me-mc’a ‘moves (distributive)’
saqo:tka ‘ask for s.t. sa-sqo:tga ‘ask for s.t. (distributive)’
sicag®wa  ‘wash hands’ hi-s¢ag-t"a ‘are angry with e.o’

som ‘mouth’ so-sm’a:k ‘little mouths (distributive)’

What do these examples show about the interaction of these two processes?

(56)
’ol’a ‘bends’ yo-g¢’a ‘bends with the feet’
"ew’a ‘breaks’ Che-qw’a ‘sit on and break’
tlew’a ‘surface cracks’ ye-tw’a ‘steps on and
cracks surface’
s-¢’iq’a ‘squash with a yi-€q’a ‘squash by pressure
pointed instrument’ with the feet’
w-K’al’a ‘cuts with a long kin-kl’a ‘makes a mark with
instrument’ pointer’
w-p’eq’a  ‘hits in the face hom-pg’a  ‘flies in the face’

with a long instrument’

Summary Systems of phonological alternations in most languages involve a

number of rules. This interaction means that you must discern the
effects of individual rules, rather than subsume all alternations under
one complex do-everything rule. A rule changes a given set of segments
in a uniform manner, in a specified environment. So even when a
language like Bukusu has a number of rules pertaining to sequences
of nasal plus consonant - rules which have in common a single context
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NC - there may be quite a number of specific rules that apply in that
context. Besides identifying what rules exist in a language, you must
also determine what the proper ordering of those rules is. The correct
order of a pair of rules can be determined by applying the rules very
literal-mindedly in both of the logically possible orders.

Exercises

1 Kerewe

What two tone rules are motivated by the following data? Explain what order
the rules apply in.

to V toVeo to V for to V for e.o.
kubala kubalana kubalila kubalilana ‘count’
kugaya kugayana kugayila kugayilana ‘despise’
kugula kugulana kugulila kugulilana ‘buy’
kubala kubdlana kubdlila kubdlilana ‘kick’
kulima kultimaéna kulumila kulimilana ‘bite’
kustina kustinana kusunila kustinilana ‘pinch’
kuldba kuldbana kulabila kulabilana ‘pass’
to V us to Vit to V for us to Vit for us
kuttbala kukibéla kutdbalila kukittbalila ‘count’
kuttigaya kukigaya kuttigayila kukittigayila ‘despise’
kuttigila kukigula kutugulila kukitugulila ‘buy’
kuttibéla kukibala kuttbélila kukittbalila ‘kick'
kutdlima kukilima kutdlumila kukitalumila ‘bite’
kuttistina kukistna kuttstnila kukfttsunila ‘pinch’
kuttlaba kukildba kutulabila kukittlabila ‘pass’

2 Polish

What phonological rules are motivated by the following examples, and what
order do those rules apply in?

Singular Plural Singular — Plural

klup klubi ‘club’ trup trupi ‘corpse’
dom domi 'house’ snop snopi ‘sheaf’
Zwup Zwobi ‘crib’ trut trudi ‘labor’
dzvon dzvoni ‘bell’ kot koti ‘cat’

lut lodi ice' grus gruzi ‘rubble’
nos nosi ‘nose’ vus VOZi ‘cart’
wuk wugi lye’ wuk wuki ‘bow’
sok soki ‘juice’ ruk rogi ‘horn’
bur bori ‘forest’ vuw VOWi ‘ox’

sul soli ‘salt’ buy boyi fight'
sum Sumi ‘noise’ zur Zuri ‘soup’

3 Ancient Greek

Discuss the phonological rules and underlying representations which are nec-
essary to account for the following nouns; comment on the ordering of these
phonological processes.
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Nom sg
hals

oys

sus
klo:ps
p'le:ps
kate:lips
phulaks
ayks
salpigks
onuks
the:s
knaris
elpis
korus
ri:s
delphi:s

4 Shona

Gen sg
halos
oyos

suos
klo:pos
p'le:bos
kate:lip"os
pulakos
aygos
salpipgos
onuk"os
the:tos
kharitos
elpidos
korutos
ri:nos
delpMi:nos

Dat sg
hali

oyi

sui
klo:pi
ple:bi
kate:lipi
p"ulaki
aygi
salpipgi
onuk
theti
khariti
elpidi
korut"i
ri:ni
delphi:ni

Dat pl
halsi
oysi

susi
klo:psi
p'le:psi
kate:lipsi
p"ulaksi
ayksi
salpipksi
onuksi
the:si
kharisi
elpisi
korusi
ri:si
delpizsi

‘salt’
‘sheep’
‘sow'
‘thief’
‘vein’
‘upper story’
‘guard’
‘goat’
‘trumpet’
‘nail’

‘serf’
‘grace’
‘'hope’
‘helmet’
‘nose’
‘porpoise’

Acute accent indicates H tone and unaccented vowels have L tone. Given the
two sets of data immediately below, what tone rule do the following data moti-
vate? There are alternations in the form of adjectives, e.g. kurefd, karefd, mare-
fu all meaning ‘long’ Adjectives have an agreement prefix, hence ku-refd marks
the form of the adjective in one grammatical class, and so on. In some cases,
the agreement is realized purely as a change in the initial consonant of the
adjective, i.e. gurd ~ kdrd ~ hdrd, which need not be explained.

bveni
tafura
Soko
badza
zigbmana

imba
mhara
marf
banga
démod
nhimé

jird
hari
mbundudzi

fima
nyika
hékata
jékéra

‘baboon’
‘table’
‘word’
‘'hoe’
‘boy

(augmentative)'

‘house’
‘gazelle’
‘money’
‘knife’

‘axe’
‘messenger’

‘cloth’
lpot/
‘worms’

‘wealth’
‘country’
‘bones’
‘pumpkin’

bveni pfapi
tafura hara
soko bvupi
Badzd guru
zigbmana guru

imba ¢éna
mharé ¢éna
mari ¢éna
banga guru
démo bvupi
nhume pfupi

jira jéna
hari hara
mbundudzi
hara

fuma ¢éna
nyfka hard
hakata pfapi
Jjékéra gurt

‘short baboon’
‘big table’
‘short word'
‘big hoe'
‘big boy
(augmentative)'
‘clean house'
‘clean gazelle'
‘clean money’
‘big knife'
‘short axe'
‘short
messenger’
‘clean cloth’
‘big pot’
‘big worms'

‘clean wealth’
‘big country’

‘short bones'
'big pumpkin’

These data provide further illustration of the operation of this tone rule, which

will help you to state the conditions on the rule correctly.
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gudo
Badza
nupgu
Banga
nhumé
buku
mapfeni
mapadza
mapdanga
nhumé
matémo
mabuku
citéro

‘baboon’
‘hoe’
‘porcupine’
‘knife’
‘messenger’
‘book’
‘baboons’
‘hoes’
‘knives’
‘messenger’
‘axes’
‘books’
'store’

gudo rakafa
Badzd rdkawd
nupgl yakafa
bapga rakawa
nhiime yékafa
buku rékawa
mapfeni makurd
mapadza makurd
mapanga makurd
nhimé ndeft
matémo mapfupi
mabuku mazinji
citéro ¢ikurd

In the examples below, a second tone rule applies.

gudo
buku
badza
nupgu
masoko
kunyika
mapadzé
kamhard
tunupgu

gudo
buku
badza
makudo
mapadza
tsamba
buku
badza
imba

‘baboon’
‘book’

'hoe’
‘porcupine’
‘words’

‘to the land’
‘hoes’

‘gazelle (dim)’

‘porcupines
(dim)’
‘baboon’
‘book’

'hoe’
‘baboons’
‘hoes’

‘|

etter’

‘book’
'hoe’
‘house’

gudo refu

buku refu

badza refu
nupgu ndefu
masoko marefu
kunyika kurefu
mapadzé mérefu
kamhard kérefu
tunungu tarefu

gudo gobvu

buku gobvu

badzd gobvu
makud'o makobvu
mapadza makobvui
tsamba nhete
buku dete

badza déte

imbéa nhéte

‘the baboon died’
‘the hoe fell’

‘the porcupine died’
‘the knife fell’

‘the messenger died'
‘the book died'

‘big baboons’

‘big hoes'

'big knives'

‘short messenger’
‘short axes'

‘many books'

‘big store’

‘tall baboon’
‘long book’

‘long hoe'

‘long porcupine’
‘long words'

‘to the long land’
‘long hoes'

‘long gazelle (dim)’
‘long porcupines
(dim)’

‘thick baboon’
‘thick book’
"thick hoe’

‘thick baboons’
‘thick hoes'

‘thin letter’

‘thin book'’

‘thin hoe'

‘thin house’

What do the following examples show about these tone rules?

64nga
démo
murimeé
kahuni
macira
hari

5 Catalan

1

1

1

‘firewood (dim)’

1

1

knife’

axe
person’

clothes'
pot'

Bangd déte
démé déte

murimé mutete

kahuni karefu
macird marefu
hari nhéte

‘thin knife’
‘thin axe'

‘thin person’
‘long firewood'
‘long clothes’
‘thin pot’

Give phonological rules which account for the following data, and indicate
what ordering is necessary between these rules. For each adjective stem,
state what the underlying form of the root is. Pay attention to the difference
between surface [b,d, g] and [, 9, 7], in terms of predictability.
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Masc sg
okel
siil
sop
aspes
bas

tot

pok
fronses
kozat
ro¢

orp

sek
grok
kandit
soyu
59ra00
nu
floAju
ogzakto
sa

bo
suBlim
for

sor

san
prufun
dasen
astudian

6 Finnish

fem sg
okel’a
siBila
Sopa
JSpesd
basa
toto
poka
fronsezo
kozado
1979
orpa
seya
groya
kandido
Soyura
soradora
nua
flonjo
ogzakto
sana
bona
suBlima
forto
sorda
santo
prufunds
dasento
astudianta

Mascsg  Fem sg
‘that’ mal mals ‘bad’
‘civil’ askerp askerpa  ‘shy’
‘drenched’  sek seka ‘dry’
‘thick’ gros grosa ‘large’
‘short’ kos kosa ‘lame’
‘all brut bruta dirty’
'little’ prasis prosizo  'precise’
‘French’ gris griza ‘grey’
‘married’ bwit bwids  ‘empty’
‘red’ bo¢ boza ‘crazy’
‘blind’ lark larya  ‘long’
‘blind’ fosuk fosuya  'heavy’
‘vellow' puruk puruya  ‘fearful’
‘candid’ fret fredo ‘cold’
‘sure’ du duro ‘hard’
‘reaper’ kla klara ‘clear’
‘nude’ kru krua ‘raw’
'soft’ dropu dropa  ‘lazy’
‘exact’ lBi algina  ‘albino’
‘healthy’ pla plana  ‘level
‘good’ sare sorena  ‘calm’
‘sublime’ al alte ‘tall’
'strong’ kur kurto ‘short’
‘deaf’ ber berdo  ‘green’
‘saint’ kalen kalento  ‘hot’
‘deep’ fokun fokunda ‘fertile’
'decent’ dulen dulento  ‘bad’
‘student’ blan blanka  ‘white’

Propose rules which will account for the following alternations. It would be
best not to write a lot of rules which go directly from underlying forms to
surface forms in one step; instead, propose a sequence of rules whose
combined effect brings about the change in the underlying form. Pay attention
to what consonants actually exist in the language.

Genitive sg  Nom sg

kanadan
kiryan
aamun
talon
koiran
hiiveen
kuvan
lain
neelaen
yalan
leuan

kanada
kirya
aamu
talo
koira
hivee
kuva
laki
naelkae
yalka
leuka

Nom pl
kanadat
kiryat
aamut
talot
koirat
hiveet
kuvat
lait
neelaet
yalat
leuat

Ablative sg
kanadalta
kiryalta
aamulta
talolta
koiralta
hiveeltee
kuvalta
lailta
neeleeltee
yalalta
leualta

Essive sg
kanadana
kiryana
aamuna
talona
koirana
hiveenae
kuvana
lakina
neelkaenae
yalkana
leukana

‘Canada’
'book’
‘morning’
‘house’
‘dog
‘good’
‘picture’
‘roof’
‘hunger’
leg
‘chin’
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paran
reieen
nahan
vihon
laihan
avun
halvan
orvon
leiveen
peeivaen
kilvan
kalvin
tavan
korvan
aidin
kodin
muodon
teedin
kadun
maidon
poldaen
tehduin
laeemmon
lapnan
s&nnln
hinnan
linnun
opinnon
rannan
luonnon
punnan
tunnin
kunnon
kannun
linnan
tumman
auriggon
renyin
vannin
kellon
kellan
sillan
kullan
virran
parran

7 Korean

parka
reikee
nahka
vihko
laiha
apu
halpa
orpo
leipae
peeivee
kilpa
kalpa
tapa
korva
eiti
koti
muoto
teeti
katu
maito
poiitae
tehti
leempd
lanka
saepkl
hinta
lintu
opinto
ranta
luonto
punta
tunti
kunto
kannu
linna
tumma
auripko
repki
vagki
kello
kelta
silta
kulta
virta
parta

parat
reicet
nahat
vihot
laihat
avut
halvat
orvot
leivaet
peeiveet
kilvat
kalvat
tavat
korvat
aidit
kodit
muodot
teedit
kadut
maidot
poudaet
tehduit
leemmot
lapnat
senyut
hinnat
linnut
opinnot
rannat
luonnot
punnat
tunnit
kunnot
kannut
linnat
tummat
auripnot
renpit
vanpit
kellot
kellat
sillat
kullat
virrat
parrat

paralta
reixeltee
nahalta
viholta
laihalta
avulta
halvalta
orvolta
leiveeltee
peeiveeltee
kilvalta
kilviltae
tavalta
korvalta
idiltee
kodilta
muodolta
teediltee
kadulta
maidolta
poldeeltee
tehdultae
leemmoltaee
lappalta
seepnltee
hinnalta
linnulta
opinnolta
rannalta
luonnolta
punnalta
tunnilta
kunnolta
kannulta
linnalta
tummalta
aurippolta
renniltee
vapnilta
kellolta
kellalta
sillalta
kullalta
virralta
parralta

parkana
reikeenae
nahkana
vihkona
laihana
apuna
halpana
orpona
leipaenae
paeiveenae
kilpana
kilptnae
tapana
korvana
aitine
kotina
muotona
teetinee
katuna
maitona
poUtenae
tehtiinae
leemponee
lapkana
saepkiinae
hintana
lintuna
opintona
rantana
luontona
puntana
tuntina
kuntona
kannuna
linnana
tummana
auripkona
repkinae
vagkina
kellona
keltana
siltana
kultana
virtana
partana

‘poor’
‘hole’
‘hide’
‘notebook’
‘lean’
‘help’
‘cheap’
‘orphan’
‘bread’
‘day
‘competition’
‘bath’
‘manner’
‘ear’
‘mother’
‘home’
‘form’
‘aunt’
'street’
‘milk’
‘table’
‘made’
‘warmth’
‘thread’
‘bed’
‘price’
‘bird"
‘study’
‘shore’
‘nature’
‘pound’
‘hour’
‘condition’
‘can’
‘castle’
‘dark’
‘sun’
‘farm hand’
‘prisoner’
‘watch’
‘yellow'
‘bridge’
‘gold’
‘stream’
‘beard’

Provide rules which will account for the alternations in the stem-final conso-
nant in the following examples. State what underlying representation you are
assuming for each noun.



Interacting processes 127

Further reading
Anderson 1974; Chomsky 1967; Goldsmith 1993; Kiparsky 1968; Koutsoudas, Sanders and Noll 1974.
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PREVIEW

This chapter explores the theory for representing language
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observation # see that sounds are defined in terms of a fixed set of
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features ¢ learn the phonetic definitions of features, and how to

natural classes assign feature values to segments based on phonetic
properties

¢ understand how phonological rules are formalized in
terms of those features

¢ see how these features makes predictions about possi-
ble sounds and rules in human language
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The discussion of sound systems has, up to this point, been conducted
without attention to what sounds as cognitive units are made of. We have
treated them as letters, labeled by traditional articulatory descriptions. It
is time now to raise a fundamental question: are segments analyzed into
“parts” that define them, or are they truly atomic - units which are not
further divisible or analyzable?

6.1 Scientific questions about speech sounds

One of the scientific questions that can be asked about language is: what
is a possible speech sound? Humans can produce many more sounds than
those systematically used in language. One limitation on language
regards modality - language sounds are produced exclusively within the
mouth and nasal passages, in the area between the lips and larynx. No lan-
guage employs hand-clapping, finger-snapping, or vibrations of air
between the hand and cheek caused by release of air from the mouth
when obstructed by the palm of the hand (though such a sound can com-
municate an attitude). Even staying within the vocal tract, languages also
do not, for example, use whistles or inhalation to form speech sounds, nor
is a labiolingual trill (a.k.a. “the raspberry”) a speech sound in any lan-
guage. It is important to understand that even though these various odd
sounds are not language sounds, they may still be used in communica-
tion. The “raspberry” in American culture communicates a contemptuous
attitude; in parts of coastal East Africa and Scandinavia, inhaling with the
tongue in the position for schwa expresses agreement. Such noises lie out-
side of language, and we never find plurality indicated with these sounds,
nor are they surrounded by other sounds to form the word dog. General
communication has no systematic limitations short of anatomical ones,
but in language, only a restricted range of sounds are used.

The issue of possible speech sounds is complicated by manual languages
such as American Sign Language. ASL is technically not a counterexample
to a claim about modality framed in terms of “speech sounds.” But it is
arbitrary to declare manual language to be outside of the theory of lan-
guage, and facts from such languages are relevant in principle.
Unfortunately, knowledge of the signed languages of the world is very
restricted, especially in phonology. Signed languages clearly have syntax:
what isn’t clear is what they have by way of phonologies. Researchers have
only just begun to scratch the surface of sign language phonologies, so
unfortunately we can say nothing more about them here.

The central question then must be posed: what is the basis for defining
possible speech sounds?

6.1.1 Possible differences in sounds

One way to approach the question is to collect samples of the sounds of all
of the languages in the world. This search (which has never been con-
ducted) would reveal massive repetition, and would probably reveal that
the segment [m] in English is exactly the same as the segment [m] in
French, German, Tiibatiilabal, Arabic, Swahili, Chinese and innumerable
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other languages. It would also reveal differences, some of them perhaps a
bit surprising. Given the richness of our transcriptional resources for
notating phonetic differences between segments, you might expect that if
a collection of languages had the same vowels transcribed as [i] and [t],
then these vowels should sound the same. This is not so.

Varieties of phonetic [i] vs. [1]. Many languages have this pair of vowels;
for example, Kimatuumbi has [i] and [1]. But the actual pronunciation of [i]
vs. [t] differs between English and Kimatuumbi. Kimatuumbi [i] is higher
than in English, and Kimatuumbi [1] is a bit lower than English [i] - to
some people it almost sounds like [e] (but is clearly different from [e], even
the “pure” [e] found in Spanish). This might force us to introduce new sym-
bols, so that we can accurately represent these distinctions. (This is done
in publications on Kimatuumbi, where the difference is notated as
“extreme” i, u versus “regular” i, u.) Before we embark on a program of
adding new symbols, we should be sure that we know how many symbols
to add. It turns out that the pronunciation of [i] and [t] differs in many lan-
guages: these vowels exist in English, Kamba, Elomwe, Kimatuumbi, Bari,
Kipsigis, Didinga and Sesotho, and their actual pronunciation differs in
each language.

You do not have to go very far into exotic languages to find this pho-
netic difference, for the difference between English [i] and German [i] is
also very noticeable, and is something that a language learner must mas-
ter to develop a good German or English accent. Although the differences
may be difficult for the untrained ear to perceive at first, they are consis-
tent, physically measurable, and reproducible by speakers. If written sym-
bols are to represent phonetic differences between languages, a totally
accurate transcription should represent these differences. To represent
just this range of vowel differences involving [i] and [t], over a dozen new
symbols would need to be introduced.

Other variants of sounds. Similar variation exists with other phonetic
categories. The retroflex consonants of Telugu, Hindi and Ekoti are all pro-
nounced differently. Hindi has what might be called “mild” retroflexion,
where the tip of the tongue is placed just behind the alveolar ridge, while
in Telugu, the tip of the tongue is further back and contact is made
between the palate and the underside of the tongue (sublaminal); in
Ekoti, the tongue is placed further forward, but is also sublaminal.
Finnish, Norwegian, and English contrast the vowels [a] and [®], but in
each of these languages the vowels are pronounced in a slightly different
way. The voiced velar fricative [y] found in Arabic, Spanish and the Kurdish
language Hawrami are all phonetically different in subtle but audible
ways.

The important details of speech. We will not expand our transcription
tools to include as many symbols as needed to capture the myriad of fine
distinctions between similar sounds of languages. Fine-tuning transcription
is tangential to the goals of phonology, and perfect accuracy is impossible.
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Auditory transcriptions are limited in what they accomplish, and cannot
be used to achieve exact reproduction of a speech event via symbols. If a
speaker produces the English word putt [pat] 10,000 times, no utterance
will be exactly identical to any other utterance. They will be very similar,
in ways which might be quantified mathematically, but they would not be
exactly the same. Productions of the same word by two speakers of the
same language have a greater difference, and supposedly similar utter-
ances in different languages can be much more different. There is no limit
to the number of physically different utterances which humans can pro-
duce, but there are also only a very small number of discrete transcrip-
tional symbols. The reason for this, as we have emphasized in chapter 1, is
that a transcription approximates speech, and omits properties which are
unimportant to phonological systems.

Such details are important to phonetics and its interface with phonol-
ogy, but must be studied quantitatively using acoustic measurements —
formant frequencies or segment durations — or articulatorily by measuring
the position of the tongue and lips. For the purposes of phonology, these
languages have the same vowels, [i] vs. [7]. The differences in pronunciation
come from detail rules that are part of the phonetic grammars of the
languages.

What is important to phonology is not exactly how sounds are pro-
nounced, but what types of sound differences can be contrastive, i.e. can
form the basis for making differences in meaning. Language can contrast
tense [i] and lax [t], but cannot further contrast a hyper-tense high vowel
(like that found in Kimatuumbi) which we might write as [i"] with plain
tense [i] as in English, or hyper-lax [t ] as in Kimatuumbi with plain lax [t] as
found in English. Within a language, you find at most [i] vs. [t]. Languages
can have one series of retroflex consonants, and cannot contrast Hindi-style
[t] with a Telugu-style phoneme which we might notate as [t*]. The phonol-
ogy simply has “retroflex,” and it is up to the phonetic component of a lan-
guage to say exactly how a retroflex consonant is pronounced.

It is important to emphasize that these phonetic details are not too sub-
tle to hear. The difference between various retroflex consonants is quite
audible, and the difference between English and German [i] is appreciable.
Children learning German can hear and reproduce German [i] accurately.
Speakers can also tell when someone mispronounces a German [i] as an
English [i], and bilingual German-English speakers can easily switch
between the two phonetic vowels.

What phonological theory wants to know is: what is a possible phoneme?
How might we answer this? We could look at all languages and publish a
list. A monumental difficulty with that is that there are nearly 7,000 lan-
guages, but useful information on around only 10 percent of these lan-
guages. Worse, this could only say what phonemic contrasts exist at the
present: it does not answer the really interesting question, what the possi-
ble phonemes are, which may have existed in a language spoken 1,000
years ago, or some future language which will be spoken 1,000 years
hence. We are not just interested in observation, we are interested in pre-
diction.
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In this connection, consider whether a “bilabial click” is a possible
phoneme. We symbolize it as [e] — it is like a kiss, but with the lips flat as
for [m], not protruded as for [w]. Virtually all languages have bilabial con-
sonants, and we know of dozens of languages with click consonants
(Dahalo, Sesotho, Zulu, Xhosa, Khoekhoe), so the question is whether the
combination “bilabial” and “click” can define a phoneme. Such a sound
does exist, but only in two closely related languages, !Xoo and Eastern
#Hoan, members of the Khoisan language family. These languages have
under 5,000 speakers combined, and given socio-economic factors where
these languages are spoken (Namibia and Botswana), it is likely that the
languages will no longer be spoken in 200 years. We are fortunate in this
case that we have information of these languages which allows us to say
that this is a phoneme, but things could have turned out differently. The
languages could easily have died out without having been recorded, and
then we would wrongly conclude that a bilabial click is not a possible
phoneme because it has not been observed. In posing the question of pos-
sible phonemes, we must be aware that there can be accidental gaps in the
database of observed phonemes.

Predictions versus observations. A list of facts is scientifically uninter-
esting. A basic goal of science is to have knowledge that goes beyond what
has been observed, because we believe that the universe obeys general
laws. A list might be helpful in building a theory, but we would not want
to stop with a list, because it would give us no explanation why that
particular list, as opposed to some other arbitrary list, should consti-
tute the possible phonemes of language. The question “what is a possible
phoneme” should thus be answered by reference to a general theory of
what speech sounds are made of, just as a theory of “possible atoms” is
based on a general theory of what makes up atoms and rules for putting
those bits together. Science is not simply the accumulation and sorting of
facts, but rather the attempt to discover laws that regulate the universe.
Such laws make predictions about things that we have yet to observe: cer-
tain things should be found, other things should never be found.

The Law of Gravity predicts that a rock will fall to earth, which says
what it will do and by implication what it will not do: it also won’t go up
or sideways. Physicists have observed that subatomic particles decay into
other particles. Particles have an electrical charge - positive, negative or
neutral - and there is a physical law that the charge of a particle is pre-
served when it decays (adding up the charges of the decay products). The
particle known as a “kaon” (K) can be positive (K*), negative (K”) or neutral
(K%; a kaon can decay into other particles known as “pions” () which also
can be positive (m*), negative (7~) or neutral (w°). Thus a neutral kaon may
become a positive pion and a negative pion (K°— w* + @) or it may
become one positive, one negative, and one neutral pion (K —>«" + 7~ +
7%), because in both cases the positives and negatives cancel out and the
sum of charges is neutral (0). The Law of Conservation of Charge allows
these patterns of decay, and prohibits a neutral kaon from becoming two
positive pions (K° — w" + «"). In the myriad cases of particle decay which
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have been observed experimentally, none violates this law which predicts
what can happen and what cannot.

Analogously, phonological theory seeks to discover the laws for build-
ing phonemes, which predict the possible phonemes of languages. We
will see that theory, after considering a related question which defines
phonology.

6.1.2 Possible rules

Previous chapters have focused on rules, but we haven’t paid much atten-
tion to how they should be formulated. English has rules defining allowed
clusters of two consonants at the beginning of the word. The first set of
consonant sequences in (1) is allowed, whereas the second set of sequences
is disallowed.

(1) prplbrbltrdrkrklgrgl
*rp *1p *rb *Ib *rt *rd *rk *1k *rg *lg

This restriction is very natural and exists in many languages - but it is not
inevitable, and does not reflect any insurmountable problems of physiol-
ogy or perception. Russian allows many of these clusters, for example
[rtut’] ‘mercury’ exemplifies the sequence [rt] which is impossible in
English.

We could list the allowed and disallowed sequences of phonemes and
leave it at that, but this does not explain why these particular sequences
are allowed. Why don’t we find a language which is like English, except
that the specific sequence [lb] is allowed and the sequence [bl] is disal-
lowed? An interesting generalization regarding sequencing has emerged
after comparing such rules across languages. Some languages (e.g.
Hawaiian) do not allow any clusters of consonants and some (Bella Coola,
a Salishan language of British Columbia) allow any combination of two
consonants, but no language allows initial [Ib] without also allowing [bl].
This is a more interesting and suggestive observation, since it indicates
that there is something about such sequences that is not accidental in
English; but it is still just a random fact from a list of accumulated facts,
if we have no basis for characterizing classes of sounds, and view the
restrictions as restrictions on letters, as sounds with no structure.

There is a rule in English which requires that all vowels be nasalized
when they appear before a nasal consonant, and thus we have a rule some-
thing like (2).

(2) eeti €€l
asou — a’3oo |_m,n,p
uo® ud &

If rules just replace one arbitrary list of sounds by another list when they
stand in front of a third arbitrary list, we have to ask why these particular
sets of symbols operate together. Could we replace the symbol [n] with
the symbol [¢], or the symbol [6] with the symbol [6], and still have a rule
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in some language? It is not likely to be an accident that these particular
symbols are found in the rule: a rule similar to this can be found in quite
a number of languages, and we would not expect this particular collec-
tion of letters to assemble themselves into a rule in many languages, if
these were just random collections of letters.

Were phonological rules stated in terms of randomly assembled sym-
bols, there would be no reason to expect (3a) to have a different status
from (3b).

B) a. {p,t,¢,k} > {m,n,n,p} _ {m,n,n,n}
b. {b,p,d,q}—{d,q,b,p} /| _ {s,x, 0,1}

Rule (3a) - nasalization of stops before nasals - is quite common, but (3b)
is never found in human language. This is not an accident, but rather
reflects the fact that the latter process cannot be characterized in terms
of a unified phonetic operation applying to a phonetically defined con-
text. The insight which we have implicitly assumed, and make explicit
here, is that rules operate not in terms of specific symbols, but in terms of
definable classes. The basis for defining those classes is a set of phonetic
properties.

As a final illustration of this point, rule (4a) is common in the world’s
languages but (4b) is completely unattested.

(4) a. kg—od,jl_ie
b. pr—i,b/_o,n

The first rule refers to phonetically definable classes of segments (velar
stops, alveopalatal affricates, front vowels), and the nature of the change
is definable in terms of a phonetic difference (velars change place of artic-
ulation and become alveopalatals). The second rule cannot be character-
ized by phonetic properties: the sets {p, r}, {i, b}, and {o, n} are not
defined by some phonetic property, and the change of [p] to [i] and [r] to
[b] has no coherent phonetic characterization.

The lack of rules like (4b) is not just an isolated limitation of knowledge -
it’s not simply that we haven’t found the specific rules (4b) but we have
found (4a) - but rather these kinds of rules represent large, systematic
classes. (3b) and (4b) represent a general kind of rule, where classes of seg-
ments are defined arbitrarily. Consider the constraint on clusters of two
consonants in English. In terms of phonetic classes, this reduces to the
simple rule that the first consonant must be a stop and the second conso-
nant must be a liquid. The second rule changes vowels into nasalized vow-
els before nasal consonants. The basis for defining these classes will be
considered now.

6.2 Distinctive feature theory

Just saying that rules are defined in terms of phonetic properties is too
broad a claim, since it says nothing about the phonetic properties that are
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relevant. Consider a hypothetical rule, stated in terms of phonetic prop-
erties:

all vowels change place of articulation so that the original difference in
formant frequency between F, and F; is reduced to half what it originally
was, when the vowel appears before a consonant whose duration ranges
from 100 to 135 ms.

What renders this rule implausible (no language has one vaguely resem-
bling it) is that it refers to specific numerical durations, and to the differ-
ence in frequency between the first and third formant.

The phonetic properties which are the basis of phonological systems are
general and somewhat abstract, such as voicing or rounding, and are
largely the categories which we have informally been using already: they
are not the same, as we will see. The hypothesis of distinctive feature the-
ory is that there is a small set, around two dozen, of phonetically based
properties which phonological analysis uses. These properties, the dis-
tinctive features, not only define the possible phonemes of human lan-
guages, but also define phonological rules. The classical statement of
features derives from Chomsky and Halle (1968). We will use an adapted
set of these features, which takes into consideration refinements. Each
feature can have one of two values, plus and minus, so for each speech
sound, the segment either has the property (is [+F]) or lacks the property
(is [ Fj]). In this section, we follow Chomsky and Halle (1968) and present
the generally accepted articulatory correlates of the features, that is, what
aspects of production the feature relates to. There are also acoustic and
perceptual correlates of features, pertaining to what the segment sounds
like, which are discussed by Jakobson, Fant and Halle (1952) using a some-
what different system of features.

6.2.1 Phonetic preliminaries

By way of phonetic background to understanding certain features, two
phonetic points need to be clarified. First, some features are characterized
in terms of the “neutral position,” which is a configuration that the vocal
tract is assumed to have immediately prior to speaking. The neutral posi-
tion, approximately that of the vowel [¢], defines relative movement of the
tongue.

Second, you need to know a bit about how the vocal folds vibrate, since
some feature definitions relate to the effect on vocal fold vibration (impor-
tant because it provides most of the sound energy of speech). The vocal
folds vibrate when there is enough air pressure below the glottis (the
opening between the vocal folds) to force the vocal folds apart. This open-
ing reduces subglottal pressure, which allows the folds to close, and this
allows air pressure to rebuild to the critical level where the vocal folds are
blown apart again. The critical factor that causes the folds to open is that
the pressure below the vocal folds is higher than the pressure above.

Air flows from the lungs at a roughly constant rate. Whether there is
enough drop in pressure for air to force the vocal folds open is thus deter-
mined by the positioning and tension of the vocal folds (how hard it is to
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force them apart), and the pressure above the glottis. The pressure above
the glottis depends on how effectively pressure buildup can be relieved,
and this is determined by the degree of constriction in the vocal tract. In
short, the configuration of the vocal folds, and the degree and location of
constriction above the glottis almost exclusively determine whether there
will be voicing.

If the pressure above and below the glottis is nearly equal, air stops
flowing and voicing is blocked. So if the vocal tract is completely obstructed
(as for the production of a voiceless stop like [K]), air flowing through the
glottis rapidly equalizes the pressure below and above the glottis, which
stops voicing. On the other hand, if the obstruction in the vocal tract is
negligible (as it is in the vowel [a]), the pressure differential needed for
voicing is easily maintained, since air passing through the glottis is quick-
ly vented from the vocal tract.

A voiced stop such as [g] is possible, even though it involves a total
obstruction of the vocal tract analogous to that found in [K], because it
takes time for pressure to build up in the oral cavity to the point that voic-
ing ceases. Production of [g] involves ancillary actions to maintain voicing.
The pharynx may be widened, which gives the air more room to escape,
delaying the buildup of pressure. The larynx may be lowered, which also
increases the volume of the oral cavity; the closure for the stop may be
weakened slightly, allowing tiny amounts of air to flow through; the
velum may be raised somewhat to increase the size of the air cavity, or it
may be lowered somewhat to allow small (usually imperceptible) amounts
of air to pass through the nose. The duration of the consonant can be
reduced - generally, voiced stops are phonetically shorter than correspon-
ding voiceless stops.

Certain sounds such as vowels lack a radical constriction in the vocal
tract, so it is quite easy to maintain voicing during such sounds, whereas
with other sounds, specifically obstruents, voicing is difficult to maintain.
Some accounts of this distinction, especially that of Chomsky and Halle
(1968), refer to “spontaneous voicing,” which is grounded on the assump-
tion that voicing occurs automatically simply by positioning the vocal
folds in what we might call the “default” position. For sounds that involve
a significant obstruction of the vocal tract, special actions are required for
voicing. The features [sonorant] and [consonantal] directly relate to the
obstruction in the vocal tract, which determines whether the vocal folds
vibrate spontaneously.

6.2.2 Major class features

One of the most intuitive distinctions which feature theory needs to cap-
ture is that between consonants and vowels. There are three features, the
so-called major class features, which provide a rough first grouping of
sounds into functional types that includes the consonant/vowel distinction.

syllabic (syl): forms a syllable peak (and thus can be stressed).
sonorant (son): sounds produced with a vocal tract configuration in
which spontaneous voicing is possible.
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consonantal (con): sounds produced with a major obstruction in the
oral cavity.

The feature [syllabic] is, unfortunately, simultaneously one of the most
important features and one of the hardest to define physically. It corre-
sponds intuitively to the notion “consonant” (where [h], [y], [m], [s], [t] are
“consonants”) versus “vowel” (such as [a], [i]): indeed the only difference
between the vowels [i, u] and the corresponding glides [y, w| is that [i, u]
are [+syllabic] and [y, w| are [—syllabic|. The feature [syllabic| goes beyond
the intuitive vowel/consonant split. English has syllabic sonorants, such as
[r], [1], [n]. The main distinction between the English words (American
English pronunciation) ear [1r] and your [yr]| resides in which segments are
[+syllabic] versus [—syllabic|. In ear, the vowel [1] is [+syllabic| and [r] is
[—syllabic], whereas in your, [y] is [—syllabic|] and |[r] is [+syllabic]. The
words eel [il] and the reduced form of you'll [yl] for many speakers of
American English similarly differ in that [i] is the peak of the syllable (is
[+syllabic]) in eel, but [1] is the syllable peak in you’ll.

Other languages have syllabic sonorants which phonemically contrast
with nonsyllabic sonorants, such as Serbo-Croatian which contrasts syl-
labic [r] with nonsyllabic [r] (cf. groze ‘fear (gen) versus groce ‘little
throat’). Swahili distinguishes [mbuni] ‘ostrich’ and [mbuni] ‘coffee plant’
in the fact that [mbuni] is a three-syllable word and [m] is the peak (the
only segment) of that first syllable, but [mbuni] is a two-syllable word,
whose first syllable peak is [u]. Although such segments may be thought
of as “consonants” in one intuitive sense of the concept, they have the
feature value [+syllabic]. This is a reminder that there is a difference
between popular concepts about language and technical terms. “Con-
sonant” is not strictly speaking a technical concept of phonological theory,
even though it is a term quite frequently used by phonologists — almost
always with the meaning “nonpeak” in the syllable, i.e. a [—syllabic]
segment.

The feature [sonorant] captures the distinction between segments such
as vowels and liquids where the constriction in the vocal tract is small
enough that no special effort is required to maintain voicing, as opposed
to sounds such as stops and fricatives which have enough constriction
that effort is needed to maintain voicing. In an oral stop, air cannot
flow through the vocal tract at all, so oral stops are [—sonorant|. In a frica-
tive, even though there is some airflow, there is so much constriction that
pressure builds up, with the result that spontaneous voicing is not possi-
ble, thus fricatives are [—sonorant]. In a vowel or glide, the vocal tract is
only minimally constricted so air can flow without impedance: vowels
and glides are therefore [+sonorant]. A nasal consonant like [n] has a com-
plete obstruction of airflow through the oral cavity, but nevertheless the
nasal passages are open which allows free flow of air. Air pressure does
not build up during the production of nasals, so nasals are [+sonorant|. In
the liquid [1], there is a complete obstruction formed by the tip of the
tongue with the alveolar ridge, but nevertheless air flows freely over the
sides of the tongue so [l] is [+sonorant].
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The question whether r is [+sonorant| or [—sonorant] has no simple
answer, since many phonetically different segments are transcribed as r;
some are [—sonorant| and some are [+sonorant|, depending on their pho-
netic properties. The so-called fricative r of Czech (spelled 7) has a consid-
erable constriction, so it is [—sonorant|, but English type [1] is a sonorant
since there is very little constriction. In other languages there may be
more constriction, but it is so brief that it does not allow significant
buildup of air pressure (this would be the case with “tapped” r’s). Even
though spontaneous voicing is impossible for the laryngeal consonants
[h, ?] because they are formed by positioning the vocal folds so that voic-
ing is precluded, they are [+sonorant| since they have no constriction
above the glottis.

The feature [consonantal] is very similar to the feature [sonorant], but
specifically addresses the question of whether there is any major con-
striction in the oral cavity. This feature groups together obstruents, lig-
uids and nasals which are [+consonantal]|, versus vowels, glides and
laryngeals ([h, ?]) which are [—consonantal]. Vowels and glides have a
minor obstruction in the vocal tract, compared to that formed by a frica-
tive or a stop. Glottal stop is formed with an obstruction at the glottis,
but none in the vocal tract, hence it is [—consonantal|. In nasals and lig-
uids, there is an obstruction in the oral cavity, even though the overall
constriction of the whole vocal tract is not high enough to prevent spon-
taneous voicing. Recent research indicates that this feature may not be
necessary, since its function is usually covered as well or better by other
features.

The most important phonological use of features is that they identify
classes of segments in rules. All speech sounds can be analyzed in terms
of their values for the set of distinctive features, and the set of segments
that have a particular value for some feature (or set of feature values) is a
natural class. Thus the segments [a i r m| are members of the [+syllabic]
class, and [y h ? r m s p] are members of the [—syllabic] class; [ary ? r m]
are in the [+sonorant| class and [s z p b] are in the [—sonorant] class; [a i
w h ?] are in the [—consonantal] class and [rm r m s p| are in the [+con-
sonantal] class. Natural classes can be defined in terms of conjunctions of
features, such as [+consonantal, —syllabic], which refers to the set of
segments which are simultaneously [+consonantal] and [—syllabic].
Accordingly, the three major class features combine to define five maxi-
mally differentiated classes, exemplified by the following segment
groups.

(5) a,i,u r,I,m ywh? rlm s,z p,b
syllabic + + - - —
sonorant + + + + —
consonantal — + — + +

Further classes are definable by omitting specifications of one or more
of these features: for example, the class [—syllabic, —sonorant] includes
{y,w,h,?, 1,1, m}.
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One thing to note is that all [+syllabic|] segments, i.e. all syllable peaks,
are also [+sonorant]. It is unclear whether there are syllabic obstruents, i.e.
[s], [k]. It has been claimed that such things exist in certain dialects of
Berber, but their interpretation remains controversial, since the principles
for detection of syllables are controversial. Another gap is the combination
[—sonorant, —consonantal], which would be a physical impossibility. A
[—sonorant| segment would require a major obstruction in the vocal tract,
but the specification [—consonantal] entails that the obstruction could not
be in the oral cavity. The only other possibility would be constriction of the
nasal passages, and nostrils are not sufficiently constrictable.

6.2.3 Place of articulation

Features to define place of articulation are our next functional set. We
begin with the features typically used by vowels, specifically the [+syllabic,
—consonantal, +sonorant| segments, and then proceed to consonant fea-
tures, ending with a discussion of the intersection of these features.

Vowel place features. The features which define place of articulation for
vowels are the following.

high: the body of the tongue is raised from the neutral position.

low: the body of the tongue is lowered from the neutral position.

back: the body of the tongue is retracted from the neutral position.

round: the lips are protruded.

tense: sounds requiring deliberate, accurate, maximally distinct gestures
that involve considerable muscular effort.

advanced tongue root: produced by drawing the root of the tongue
forward.

The main features are [high], [low], [back], and [round]. Phonologists pri-
marily distinguish just front and back vowels, governed by [back]: front vow-
els are [—back] since they do not involve retraction of the tongue body, and
back vowels are [+back]. Phonetic central vowels are usually treated as
phonological back vowels, since typically central vowels are unrounded and
back vowels are rounded. Distinctions such as between the mid vowels [s],
[3], [¥], [3] and [A], or the high vowels [i], [&], and [w], are usually considered
to be phonologically unimportant over-differentiations of language-specific
phonetic values of phonologically back unrounded vowels. In lieu of clear
examples of a contrast between central and back rounded vowels, or central
and back unrounded vowels, we will not at the moment postulate any fea-
ture for the front-back dimension: though, section 6.6 considers possible
evidence for the phonological relevance of the concept “central vowel.”

Two main features are employed to represent vowel height. High vowels
are [+high] and [—1low], low vowels are [+1low]| and [—high]. No vowel can
be simultaneously [+high| and [+1ow] since the tongue cannot be raised
and lowered simultaneously; mid vowels are [—high,—low]. In addition,
any vowel can be produced with lip rounding, using the feature [round].
These features allow us to characterize the following vowel contrasts.
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(6) i a i u e 6 A O @® @ a D
high + + + + - = = = - - - -
low - - - - - - - - 4+ + 4+ +
back - - + 4+ - - + + - - + +
round - + - + - 4+ - + - 4+ - +

Note that [a] is a back low unrounded vowel, in contrast to the symbol |p]
for a back low rounded vowel. As noted in chapter 2, IPA uses more vowel
symbols than are typical for reporting linguistic data, especially among
low vowels which includes [@ a ® a p]. Phonological sources typically use
<a> to indicate a low nonround, nonfront vowel —IPA [a] — and do not dis-
tinguish <a>, <a> or <e>.

Vowels with a laxer, “less deliberate” and lower articulation, such as [t
in English set or [¢] in English set would be specified as [—tense].

(7) Tt 0 v v & 35 9 o
high + + + + - - - =
low - - - - - = - =
back - - + + - - + +
round - + - + — + - +
tense - - - - - - - =

One question which has not been resolved is the status of low vowels in
terms of this feature. Unlike high and mid vowels, there do not seem to be
analogous contrasts in low vowels between tense and lax [®]. Another
important point about this feature is that while [back], [round], [high] and
[low] will also play a role in defining consonants, [tense| plays no role in
consonantal contrasts.

The difference between i and i, or e and € has also been considered to
be one of vowel height (proposed in alternative models where vowel
height is governed by a single scalar vowel height feature, rather than by
the binary features [high| and [low]). This vowel contrast has also been
described in terms of the features “Advanced Tongue Root” (ATR), espe-
cially in the vowel systems of languages of Africa and Siberia. There has
been debate over the phonetic difference between [ATR] and [tense].
Typically, [+tense] front vowels are fronter than their lax counterparts,
and [+tense] back vowels are backer than their lax counterparts. In com-
parison, [+ATR] vowels are supposed to be generally fronter than corre-
sponding [—ATR] vowels, so that [+ATR] back vowels are phonetically
fronter than their [~ATR| counterparts. However, some articulatory stud-
ies have shown that the physical basis for the tense/lax distinction in
English is no different from that which ATR is based on. Unfortunately,
the clearest examples of the feature [ATR] are found in languages of
Africa, where very little phonetic research has been done. Since no lan-
guage contrasts both [ATR] and [tense]| vowels, it is usually supposed that
there is a single feature, whose precise phonetic realization varies some-
what from language to language.

0000000000000 00000

Korean has a set ’
of so-called “tense”
consonants but these
are phonetically

“glottal” consonants. ,
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Consonant place features. The main features used for defining conso-
nantal place of articulation are the following.

coronal: produced with the blade or tip of the tongue raised from the
neutral position.

anterior: produced with an obstruction located at or in front of the
alveolar ridge.

strident: produced with greater noisiness.

distributed: produced with a constriction that extends for a consider-
able distance along the direction of air flow.

Place of articulation in consonants is primarily described with the fea-
tures [coronal] and [anterior]. Labials, labiodentals, dentals and alveolars
are [+anterior] since their primary constriction is at or in front of the alve-
olar ridge (either at the lips, the teeth, or just back of the teeth) whereas
other consonants (including laryngeals) are [—anterior|, since they lack
this front constriction. The best way to understand this feature is to
remember that it is the defining difference between [s] and [$], where [s] is
[+anterior] and [§] is [—anterior]. Anything produced where [s] is pro-
duced, or in front of that position, is therefore [+anterior|; anything pro-
duced where [§] is, or behind [§] is [—anterior].

(8) [+anterior] [—anterior]
fepbstt SCstegxkqTh?

Consonants which involve the blade or tip of the tongue are [+coronal],
and this covers the dentals, alveolars, alveopalatals and retroflex conso-
nants. Consonants at other places of articulation - labial, velar, uvular
and laryngeal - are [—coronal]. Note that this feature does not encompass
the body (back) of the tongue, so while velars and uvulars use the tongue,
they use the body of the tongue rather than the blade or tip, and there-
fore are [—coronal]. The division of consonants into classes as defined by
[coronal] is illustrated below.

(9) [+coronal] [—coronal]
t6tssSnlrnt pefkqs

Two other features are important in characterizing the traditional
places of articulation. The feature [distributed] is used in coronal sounds to
distinguish dental [t] from English alveolar [t], or alveopalatal [§] from
retroflex [s]: the segments [t, §] are [+distributed] and [t, t, s] are [—distrib-
uted]. The feature [distributed], as applied to coronal consonants, approxi-
mately corresponds to the traditional phonetic notion “apical” (|—distrib-
uted]) versus “laminal” ([+distributed|). This feature is not relevant for
velar and labial sounds and we will not specify any value of [distributed] for
noncoronal segments.

The feature [strident| distinguishes strident [f, s| from nonstrident
[¢, 6]: otherwise, the consonants [f, ¢] would have the same feature
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specifications. Note that the feature [strident] is defined in terms of the
aerodynamic property of greater turbulence (which has the acoustic
correlate of greater noise), not in terms of the movement of a particular
articulator — this defining characteristic is accomplished by different
articulatory configurations. In terms of contrastive usage, the feature
[strident] only serves to distinguish bilabial and labiodentals, or interden-
tals and alveolars. A sound is [+strident] only if it has greater noisiness,
and “greater” implies a comparison. In the case of [¢] vs. [f], [B] vs. [V], [6] vs.
[s], or [0] vs. [z] the second sound in the pair is noisier. No specific degree
of noisiness has been proposed which would allow you to determine in
isolation whether a given sound meets the definition of strident or not.
Thus it is impossible to determine whether [§] is [+strident], since there is
no contrast between strident and nonstrident alveopalatal sounds. The
phoneme [3] is certainly relatively noisy - noisier than [8] - but then [6] is
noisier than [g] is.

[Strident] is not strictly necessary for making a distinction between [s]
and [6], since [distributed] also distinguishes these phonemes. Since [stri-
dent| is therefore only crucial for distinguishing bilabial and labial
fricatives, it seems questionable to postulate a feature with such broad
implications solely to account for the contrast between labiodental and
bilabial fricatives. Nonetheless, we need a way of representing this con-
trast. The main problem is that there are very few languages (such as Ewe,
Venda and Shona) which have both [f] and [¢], or [v] and [B], and the phono-
logical rules of these languages do not give us evidence as to how this dis-
tinction should be made in terms of features. We will therefore only invoke
the feature [strident] in connection with the [¢, B] vs. [f, V| contrast.

Using these three features, consonantal places of articulation can be
partially distinguished as follows.

(10) P t t ¢ t ckq9,?
anterior + + + — — —
coronal - + + + + —
distributed + - + — —

Vowel features on consonants. The features [high], [low], [back], and
[round] are not reserved exclusively for vowels, and these typical vowel fea-
tures can play a role in defining consonants as well. As we see in (10), velar,
uvular, pharyngeal and glottal places of articulation are not yet distin-
guished; this is where the features [high], [low] and [back] become impor-
tant. Velar, uvular and pharyngeal consonants are [+back] since they are
produced with a retracted tongue body. The difference between velar and
uvular consonants is that with velar consonants the tongue body is raised,
whereas with uvular consonants it is not, and thus velars are [+high]
where uvulars are [—high]|. Pharyngeal consonants are distinguished from
uvulars in that pharyngeals are [+1low] and uvulars are [—low], indicating
that the constriction for pharyngeals is even lower than that for uvulars.

One traditional phonetic place of articulation for consonants is that
of “palatal” consonants. The term “palatal” is used in many ways, for
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example the postalveolar or alveopalatal (palatoalveolar) consonants [§]
and [¢] might be referred to as palatals. This is strictly speaking a mis-
nomer, and the term “palatal” is best used only for the “true palatals,”
transcribed in IPA as [c ¢ }]. Such consonants are found in Hungarian, and
also in German in words like [i¢] ‘I’ or in Norwegian [¢o:per| ‘buys’. These
consonants are produced with the body of the tongue raised and fronted,
and therefore they have the feature values [+hi, —back]. The classical fea-
ture system presented here provides no way to distinguish such palatals
from palatalized velars ([K’]) either phonetically or phonologically.
Palatalized (fronted) velars exist as allophonic variants of velars before
front vowels in English, e.g. [K’ip] ‘keep’; they are articulatorily and
acoustically extremely similar to the palatals of Hungarian. Very little
phonological evidence is available regarding the treatment of “palatals”
versus “palatalized velars”: it is quite possible that [c] and [K], or [¢] and
[¥7], are simply different symbols, chosen on the basis of phonological pat-
terning rather than systematic phonetic differences.

With the addition of these features, the traditional places of articula-
tion for consonants can now be fully distinguished.

(11) p t t ¢t ok k q T ?
anterior + + + - - - - - - =
coronal -+ + + + - - - - =
distributed + - + -
hi - - - - = 4+ + - - =
back - - - - - - + +  + -
low - - - - - - - - + -

The typical vowel features have an additional function as applied to con-
sonants, namely that they define secondary articulations such as palatal-
ization and rounding. Palatalization involves superimposing the raised
and fronted tongue position of the glide [y] onto the canonical articula-
tion of a consonant, thus the features [+high, —back] are added to the pri-
mary features that characterize a consonant (those being the features that
typify [i, y])- So, for example, the essential feature characteristics of a bila-
bial are [+anterior, —coronal] and they are only incidentally [—hi,—back].
A palatalized bilabial would be [+anterior, —coronal,+hi —back]. Velarized
consonants have the features [+high, +back| analogous to the features
of velar consonants; pharyngealized consonants have the features [+back,
+low]. Consonants may also bear the feature [round]. Applying various
possible secondary articulations to labial consonants results in the fol-
lowing specifications.

(12) p p p.p* p* p¥ p pr p° P
hi - 4+ O+ + o+ - - = =
back - - + + - + + + -
low - - - - - + - - -
round - - - + + - - + +
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Labialized (p“), palatalized (p”), velarized (p*, p“) and pharyngealized (p?)
variants are the most common categories of secondary articulation.
Uvularized consonants, i.e. p9, are rare: uvularized clicks are attested in
Jun/'hoansi. It is unknown if there is a contrast between rounded conso-
nants differing in secondary height, symbolized above as p" vs. p° or p” vs.
p®. Feature theory allows such a contrast, so eventually we ought to find
examples. If, as seems likely after some decades of research, such contrasts
do not exist where predicted, there should be a revision of the theory, so
that the predictions of the theory better match observations.

This treatment of secondary articulations makes other predictions. One
is that there cannot be palatalized uvulars or pharyngeals. This follows
from the fact that the features for palatalization ([+high, —back])
conflict with the features for uvulars ([—hi, +back]) and pharyngeals
([—hi, +back, +low]). Since such segments do not appear to exist, this sup-
ports the theory: otherwise we expect - in lieu of a principle that pro-
hibits them - that they will be found in some language. Second, in this
theory a “pure” palatal consonant (such as Hungarian [3]) is equivalent to
a palatalized (i.e. fronted) velar. Again, since no language makes a contrast
between a palatal and a palatalized velar, this is a good prediction of the
theory (unless such a contrast is uncovered, in which case it becomes a
bad prediction of the theory).

6.2.4 Manner of articulation

Other features relate to the manner in which a segment is produced,
apart from the location of the segment’s constriction. The manner fea-
tures are:

continuant (cont): the primary constriction is not narrowed so much
that airflow through the oral cavity is blocked.

delayed release (del. rel): release of a total constriction is slowed so that
a fricative is formed after the stop portion.

nasal (nas): the velum is lowered which allows air to escape through the
nose.

lateral (lat): the mid section of the tongue is lowered at the side.

The feature [continuant] groups together vowels, glides, fricatives, and
[h] as [+continuant]. Note that [continuant] is a broader group than the
traditional notion “fricative” which refers to segments such as [s], [$] or [0].
The term “fricative” generally refers to nonsonorant continuants, i.e. the
class defined by the conjunction of features [+continuant, —sonorant|.
Since continuants are defined as sounds where air can flow continuously
through the oral cavity, nasals like [m n ] are [—continuant], even though
they allow continuous air flow (through the nose).

Affricates such as [¢, pf] are characterized with the feature [+delayed
release]. Necessarily, all affricates are [—continuant], since they involve
complete constriction followed by a period of partial fricative-like
constriction, and therefore they behave essentially as a kind of stop. This
feature is in question, since [p’ ¢ k*| do not act as a unified phonological
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class; nevertheless, some feature is needed to characterize stops versus
affricates. Various alternatives have been proposed, for example that [K¥|
might just be the pronunciation of aspirated [k"] since velar [k¥] and [K"|
never seem to contrast; perhaps the feature [strident] defines [t°] vs. [t].
The proper representation of affricates is a currently unsolved issue in
phonology.

The feature [+nasal] is assigned to sounds where air flows through the
nasal passages, for example [n] as well as nasalized vowels like [3]. Liquids
and fricatives can be nasalized as well, but the latter especially are quite
rare. L-like sounds are characterized with the feature [lateral]. Almost all
[+1ateral] sounds are coronal, though there are a few reports of velar lat-
erals. Detailed information on the phonetics and phonology of these seg-
ments is not available.

Examples of the major manners of articulation are illustrated below, for
coronal place of articulation.

(13) t n t s 1 1 th=2\
delayed release - — + - - - +
continuant — - - + + + +
lateral - - - - + + +
nasal - + - - - + -

6.2.5 Laryngeal features

Three features characterize the state of the glottis:

spread glottis (s.g.): the vocal folds are spread far apart.
constricted glottis (c.g.): the vocal folds are tightly constricted.
voice (voi): the vocal folds vibrate.

Voiced sounds are [+voice|. The feature [spread glottis| describes aspirated
obstruents ([p", [b"]) and breathy sonorants (jm)], [a]); [constricted glottis]
describes implosive ([]), ejective obstruents ([p’]), and laryngealized sono-
rants ([m), [a]).

How to distinguish implosives from ejectives is not entirely obvious, but
the standard answer is that ejectives are [—voice] and implosives are
[+voice]. There are two problems with this. One is that implosives do not
generally pattern with other [+voiced| consonants in phonological sys-
tems, especially in how consonants affect tone (voiced consonants, but
typically not implosives, may lower following tones). The second is that
Ngiti and Lendu have both voiced and voiceless implosives. The languages
lack ejectives, which raises the possibility that voiceless implosives are
phonologically [—voice,+c.g.], which is exactly the specification given to
ejective consonants. You may wonder how [—voice,+c.g.] can be realized
as an ejective in languages like Navajo, Tigre or Lushootseed, and as a
voiceless implosive in Ngiti or Lendu. This is possible because feature val-
ues give approximate phonetic descriptions, not exact ones. The Korean
“fortis” consonants, found in [K’ata] ‘peel (noun),” [ak’i] ‘musical instru-
ment’ or [alt’a] ‘be ill’ are often described as glottalized, and phonetic
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studies have shown that they are produced with glottal constrictions: thus
they would be described as [—voice,+c.g.]. Nevertheless, they are not ejec-
tives. Similarly, Khoekhoe (Nama) has a contrast between plain clicks
([!arh] ‘deep’) and glottalized ones ([!’am] ‘kill’), but the glottalized clicks
realize the feature [+c.g.] as a simple constriction of the glottis, not
involving an ejective release.

The usual explanation for the difference between ejectives in Navajo
and glottalized nonejective consonants in Korean or Khoekhoe is that
they have the same phonological specifications, [—voice,+c.g.], but realize
the features differently due to language-specific differences in principles
of phonetic implementation. This is an area of feature theory where more
research is required.

The representations of laryngeal contrasts in consonants are given below.

(14) p b 6 P’ p" b
voice - + + - - +
cg. - - + + - -
5.g. - - - - + +

6.2.6 Prosodic features

Finally, in order to account for the existence of length distinctions, and to
represent stressed versus unstressed vowels, two other features were pro-
posed:

long: has greater duration.
stress: has greater emphasis, higher amplitude and pitch, longer duration.

These are obvious: long segments are [+long] and stressed vowels are
[+stress].

A major lacuna in the Chomsky and Halle (1968) account of features is
a lack of features for tone. This is remedied in chapter 10 when we intro-
duce nonlinear representations. For the moment, we can at least assume
that tones are governed by a binary feature [+high tone] - this allows
only two levels of tone, but we will not concentrate on languages with
more than two tone levels.

6.2.7 Summary of feature values

Features combine quite freely, so we cannot give a complete list. By learning
some specific feature values and applying your knowledge of the meaning
of features, it should be possible to arrive at the feature values of other
segments. This is, of course, possible only if you know relevant phonetic
details of the sound that you are considering. In order to know the feature
values of [[], you need to know that this is the symbol for a retroflex
lateral approximant, thus it has the features appropriate for [l], and it
also has the features that characterize retroflex consonants, which are
[—ant, —dist]. If you do not know the phonetic characteristics of the
segment symbolized as [7], it is necessary to first understand its phonetic
properties - it is a voiced pharyngeal continuant - before trying to deduce
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its feature values. In reading descriptions of languages, it is also impor-
tant to understand that a symbol used in published data on a language is
not always used according to a particular standard of phonetic transcrip-
tion practices at the moment, so read the phonetic descriptions of letters
in the grammar carefully!

The standard feature values for the consonants of (American) English
are given in (15), to help you understand how the entire set of features is
applied to the sound inventory of a language which you are familiar with.

(15)
syl
son
cons
cont
del.rel
lat
nas
voi
c.g.
s.g.
ant
cor
distr
hi
lo
back
round

syl
son
cons
cont
del.rel
lat
nas
voi
c.g.
s.g.
ant
cor
distr
hi

lo
back
round

p

k

b

d

—

I+ + 1 B

+ +

g

]

I+ +

I+ +

+ +

f

I+ + 1 =

+ +

\Y%

+
+

+ 4+

—

I+ + +

+

0

J’_

+ o+ o+

+
+

The assignment of [spread glottis| - aspiration - in English stops varies
according to context, so the value [—s.g.] is in parenthesis in the chart
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because both values of this feature are found on the surface, depending
on context. The value [—s.g.] represents the underlying value.

Vowel feature summary. Certain feature values are uniform for all vow-
els: [+syl, —cons, +son, +cont, —del.rel, —ant, —lat, —dist.|. Typically,
vowels are also [+voice, —s.g.,—c.g.]. There are languages such as Mazateco
and 'Xoo where breathy voicing and glottalization are used contrastively,
so in these languages [+s.g.] and [+c.g.] are possible specifications. A num-
ber of languages have phonetic voiceless vowels, but the phonological sta-
tus of voiceless vowels is not so clear, thus it may be that there are no
phonologically [—voice] vowels. Values of the main features used to dis-
tinguish vowels are given in (16). (Recall that we are not certain whether
[tense] applies to low vowels.)

(16) i it u e 6 A o & @® a D
high e T S e
low - - - - - - - - 4+ 4+ + +
back - - + + - - 4+ + - - + +
round - + - + - + - 4+ - 4+ - +
tense + + + + + + + +

1 0 t e 3 9 b)
high + + + + - - - -
low - - - - - - - -
back - - + + - - + +
round - + - + - + - +
tense - - - - - - - -

Nasality, length, breathiness and creaky voice are properties freely avail-
able to vowels, so any of these vowels can have *nasal, *long, *s.g. or
*+c.g. counterparts.

Consonant feature summary. Primary place of articulation for conso-
nants is summarized in (17), using continuant consonants (voiceless in the
first row, voiced in the second: numbers in the third row are keyed to tra-
ditional place of articulation terms). Continuant consonants are used
here because they exhibit the maximum number of distinctions, for
example there are bilabial and labiodental fricatives, but only bilabial
stops. All of these consonants are [—syl, +cont, —del.rel, —nas, —lat,
—c.g., —tense, —round|.

(17)  1: bilabial 2: labiodental
3: (inter-)dental 4: alveolar
5: alveopalatal/postalveolar  6: retroflex
7: palatal 8: velar
9: uvular 10: pharyngeal

11: glottal/laryngeal

: The type of v used in k
American English is
unusual and could
better be transcribed
as [1*] - in fact, pro-
nunciation of r dif
fers between English
dialects. Do not
assume that the fea-
tures of T in some
other language such
as Finnish, Spanish or ¢
Chinese are the same
as those for English.

.
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o) f 0 s N s ¢ X X h h

B \4 0 zZ Z z i Y B g A

1 2 3 4 5 6 7 8 9 10 11
ant + + + + - - - — - - -
cor - - + + + + — - — — —
distr + - + -
hi - - - - - - + + - - -
lo - - - - - - - - - + -
back - - - - - - - + + + -

Secondary place of articulation is illustrated in (18), here restricted to
secondary articulations on [p t]. All of these consonants are [—syl, —son,
+cons, —cont, —del.rel, —lat, —nas, —voice, —s.g., —c.g., —tense].

(18) p p¥ p* p’ p' ophpt t Y v ¢
ant + + o+ + 4+ o+ + o+ o+ o+ o+ o+
cor - - - - + o+ o+ o+ 4+ 4+
distr - - - - - - - -
hi -+ + + - + -+ + + - 4+
lo - - - - 4+ - - - - -+ -
back - + + - + - -+ 4+ - + -
round — + - — — + -+ - - - +

Round consonants might simply have the specification [+round]. Tongue
raising and backing is not necessary in order to achieve rounding, where-
as tongue raising and backing is by definition necessary in order to have
a velarized consonant.

A final important point must be made. The twenty-one features dis-
cussed here - syllabic, sonorant, consonantal, high, low, back, round, tense
(advanced tongue root), coronal, anterior, strident, distributed, continu-
ant, delayed release, nasal, lateral, spread glottis, constricted glottis, voice,
long, stress — are specific empirical hypotheses. This means that they are
subject to change in the face of evidence that a change is required, so they
are not immutable. On the other hand, as scientific hypotheses, they must
be taken seriously until good evidence is presented that another system of
features is better (see section 6.6 and chapter 10 for discussion of such
changes). Features should not be invented willy-nilly: using distinctive fea-
tures is not the same as placing a plus sign in front of a traditional articu-
latory description, and thus describing sounds as [+mid], [+alveolar| or
[+vowel] misconstrues the theoretical claim of distinctive features.

6.3 Features and classes of segments

Besides defining phonemes, features play a role in formalizing rules,
since rules are stated in terms of features. Every specification, such as
[+nasal| or [—voice], defines a class of segments. The generality of a class
is inversely related to how many features are required to specify the
class, as illustrated in (19).
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(19) +syl
+syl —hi
+syl +syl .
+syl +high —lo
[Fsyl] {—nasal} {—round &
—nasal —nas
—tense
celigell cetli 2009 i €9
asc2>ovado0d aoov ooduu ou
uocoaxlud& uoa

The most general class, defined by a single feature, is [+syllabic] which
refers to all vowels. The size of that class is determined by the segments in
the language: [+syllabic| in Spanish refers to [i e a o u], but in English
refersto[itec®aoouvuaarl] Asyou add features to a description, you
narrow down the class, making the class less general. The usual principle
adopted in phonology is that simpler rules, which use fewer features, are
preferable to rules using more features.

One challenge in formalizing rules with features is recognizing the fea-
tures which characterize classes. Discovering the features which define a
class boils down to seeing which values are the same for all segments in
the set, then checking that no other segment in the inventory also has
that combination of values. The main obstacle is that you have to think of
segments in terms of their feature properties, which takes practice to
become second nature. As an exercise towards understanding the relation
between classes of segments and feature descriptions, we will assume a
language with the following segments:

(200 ptkbdgfsxvywylmnaeioud

To assist in solving the problems which we will consider, feature matrices
of these segments are given below in (21).

(21) cons son syl voi cont nas lat ant cor hi bk low rd
p + - - - = - - + - - - - =
t o+ - - - - - - + + - - - =
k + - - - - - - - - 4+ + - -
b + - - + - - -+ - - - - =
d + - - + - - - + + - - - =
g + - - 4+ - - - - 4+ + - =
£+ - - - 4 - -+ - - - - =
s+ - - - 4+ - - + + - - - =
x + - - - 4+ - - - - 4+ + - =
v o+ - - + 4 - - + - - - - =
v o+ - - + 4+ - - - - 4+ + - =
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w - + - 4+ + - - - - + 4+ - 4+
y — o+ + + - - - - + - = =
1 + + - + + - + 4+ + - - - =
m+ + - + - 4+ - 4+ - - - - -
n + 4+ + - + - + + - - = =
a - + + + 4+ - - - - - 4+ + -
e - + + + 4+ - - - - - - - -
i + + + + - - - - 4+ - - -
o - + + + 4+ - - - - - 4+ - +
u - + + + + - - - - 4+ + - +
i - + + + + - - - - 4+ - - +

Each of the following sets of segments can be defined in terms of some
set of distinctive features.

(22) i. ptkfsx
ii. ptbdfsvimn
iii. wylmnaeioui
iv.. pkbgf xvy
v. ylmnaei
vi vywyaeioui

In the first set, each segment is a voiceless obstruent, and, equally
importantly, every voiceless obstruent of the language is included in this
first set. This set could be specified as [—sonorant,—voice| or as [—voice],
since all voiceless segments in the language are [—sonorant]. Given that
both specifications refer to exactly the same segments, there is no ques-
tion of one solution being wrong in the technical sense (assuming the
language has the segments of (20): if the language had [h], these two fea-
ture specifications would not describe the segments). However, unless
there is a compelling reason to do otherwise, the simplest definition of
the set of segments should be given, using only those features which are
absolutely necessary. The features which are used to exactly define a set
of segments depends very much on what the entire set of segments in the
language is. If we were dealing with a language which had, in addition,
the segments [p® t* k%] then in specifying the set [p t k f's x], you would
e i ihe Tasis have to also mention [—s.g.] in order to achieve a definition of the set
of other features, & Which excludes [p" " kM.

The set (22ii) contains only consonants (i.e. [—syllabic] segments), but it
does not contain all of the [—syllabic| segments of the language. Compare
the segments making up (22ii) with the full set of consonants:

Whether mention of k
a feature is required
depends on the
theory you use. One
theory of assimila-
tions requires the
assimilating feature
to be explicitly men-
tioned in a rule, even
if it could be pre-

0000000000 0000000000000000000000 000
®e000000000000000000000000000000”

(23) pt bd fs v Imn < Selected class of segments
ptkbdgfsxvywylmn < Entire set of consonants

This set does not include glides: [consonantal] is the essential property which
distinguishes glides (including h and 7, which are lacking here) from regular
consonants. Thus, the segments in (ii) are [+consonantal]. But not all
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[+consonantal] segments are included in set (ii): the velars are not includ-
ed, so we need a further restriction. The features typically used to specify
velars are [+high, +back], so we can use one of those features. Thus, you can
pick out the segments in (ii) as the class of [+consonantal,—high| segments,
or the [+consonantal, —back] segments. Rather than refer to [consonantall,
you could try to take advantage of the fact that all glides are [+high] and
refer to (ii) as the set of [—high] segments, without mentioning [consonan-
tal]. It is true that all segments in the set are [—high]|, but [—high] itself can-
not be the entire description of this set since not all [~high| segments of the
language are in the set: the vowels {aeo} is not in set (ii). We conclude that
[+consonantal,—high]| is the correct one for this class of segments.

Set (iii) contains a mixture of vowels and consonants: it includes all vow-
els, plus the nasals, the lateral [1], and the glides. This class is defined by
[+sonorant]. Another feature which is constant in this group is [+voice],
so you could define the class as [+sonorant, +voice|. But addition of
[+voice] contributes nothing, so there is no point to mentioning that fea-
ture as well. Set (iv) on the other hand contains only obstruents, but not
all obstruents. Of the whole set of obstruents, what is missing from (iv) is
the group {tds}, which are [+coronal]. Therefore, we can refer to set (iv) by
the combination [—sonorant, —coronal].

The fifth set, {ylmnaei}, includes a mixture of vowels and consonants.
Some properties that members of this set have in common are that they
are voiced, and they are sonorants. Given the phoneme inventory, all
sonorants are voiced, but not all voiced segments are sonorants. Since the
voiced obstruents {bdgvy} are not included in this set, it would be less
efficient to concentrate on the feature [+voice], thus we focus on the gen-
eralization that the segments are sonorants. Now compare this set to the
total set of sonorants.

(24) ylmnaei
wylmnaeioui

We can see that this set of segments is composed of a subset of sonorants,
namely the sonorants excluding {w;, o, u, ii}. But that set is the set of [+round]
segments; therefore, the set is the set of [+sonorant,—round] segments.

The last set also contains a mixture of consonants and vowels: it
includes all of the vowel and glides, plus the voiced obstruents {v, y}.
Therefore, the feature [sonorant| cannot be used to pick out this class
of segments, since members of the class can have both values for that
feature. However, all of the members of this class are voiced. Now compare
set (vi) against the set of all voiced segments.

(25) VYWY aeioui
bdgvywylmnaeioui

The fundamental difference between [b] and [v], or between [g]| and [vy], is
that {b, g} are stops while {v, y} are continuants. This suggests using
[+continuant] as one of the defining features for this class. Vowels and

This set can also be
identified by
reference to a single
: feature: what one

. feature makes this
 distinction?

. .
eecc0cccccccc0cccce®
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glides are all [+continuant], so we have passed the first test, namely that
all segments in set (vi) are [+continuant,+voice]. We must also be sure
that this is a sufficient specification for the class: are there any [+contin-
uant,+voice| segments in the language which are not included in set (vi)?
The segments to worry about in this case would be {1, m, n}, which are
[tvoice]. We exclude the nasals via [+continuant| and add [—lateral] to
exclude .

As a further exercise in understanding how sets of segments are
grouped by the features, assume a language with the following segmental
inventory.

(26) ppitttéckbb'vpd*jsgmnyfesiddzziiiedoouawy

For each group, determine what feature(s) define the particular set of
segments.

(27) i. ¢ckjjygpszZitedoouawy
ii. sisefzvBazouyo6biowd
iii. kygcwiuiyp
iv. kgaop

6.4 Possible phonemes and rules - an answer

We now return to the theoretical questions raised at the beginning of this
chapter: what is a possible phoneme and what is a possible phonological
rule?

6.4.1 Possible phonemes

The theory of features answers the question of possible phonemes, saying
that the segments which can be constructed using these features are all
and the only possible phonemes. This gives a mathematical upper limit
of 2" segments, given n binary features, so if there are twenty features (a
reasonable number), there are 1,048,576 logically possible feature speci-
fications, and this is quite a lot of segments. It also has to be physically
possible to realize a segment, so the number of possible segments is
smaller than this. Many segments can be imagined which are phoneti-
cally uninterpretable, such as one which is [+high,+1low]. Such a seg-
ment is physically impossible since the tongue cannot be contradictorily
raised and lowered at the same time, so the nonexistence of a large class
of such segments is independently explained. Similarly, no segment can
be [+cons,—hi, —back,—ant,—cor|. A segment which is [+cons]| is not a
vowel or glide. The feature [—back] tells us that the segment would have
a place of articulation in front of the velar position. [—ant] tells us that it
must have a place of articulation behind the alveolar ridge, and [—hi]
tells us that it cannot be a palatal. Everything about this description sug-
gests the vowel [e], except that it is [+consonantal], whereas vowels are
[—consonantal]. No major constriction can be formed with the tongue in
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the position of [e]: hence this combination of features happens to be phys-
ically impossible. To be attested in a language, a segment must be both
combinatorially possible, i.e. it must use the features given by the theory, and
physically possible.

Although the set of attested phonemes in human languages is quite
large, there are significant limitations on what phonemes are possible.
Retroflex consonants have the features [—anterior, +coronal, —distrib-
uted]. Recall the question whether a language could contrast two kinds of
retroflex consonants, such as apical and sublaminal retroflex as found in
Hindi versus Telugu. According to this theory of features, such a contrast
is impossible, since no feature is available to describe such a difference
within a language. Phonetic differences across languages are possible
because phonetic interpretation is not subject to the limitations of phono-
logical feature theory. Were we to discover such a contrast, the theory of
features would be challenged, because it has no mechanism for expressing
such a distinction. Similarly, the differences attested in the phonetics of [u]
and [u] across languages are never found within a language. In a single lan-
guage, the maximal contrast is between two such vowels, governed by the
feature tense (or ATR). The fact that such differences exist at the phonetic
level between languages, but are never exploited within a single language
as a way to distinguish words, is an example of the difference between
phonetic and phonological properties.

Thus one of the main goals of distinctive feature theory is providing a
predictive framework for saying what contrasts will and will not be found
in the phoneme systems of human languages.

6.4.2 Rule formulation and features

The most important function of features is to form the basis for writing
rules, which is crucial in understanding what defines a possible phono-
logical rule. A typical rule of vowel nasalization, which nasalizes all vowels
before a nasal, can be formulated very simply if stated in features:

(28) [+syllabic] — [+nasal] /| [+nasal]

Such a rule is common in the languages of the world. Very uncommon, if
it exists at all, is one nasalizing only the lax vowel [t], and only before [m].
Formulated with features, that rule looks as follows:

+syl
—A;“IR +nasal
(29) +hi —[+nasal]/_| +ant
—coronal
—round

This rule require significantly more features than (28), since [1] which
undergoes the rule must be distinguished in features from other high
vowels such as [i] or [u] which (in this hypothetical case) do not undergo
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the rule, and [m] which triggers the rule must be distinguished from [n]
or [pg] which do not.

Simplicity in rule writing. This relation between generality and sim-
plicity on the one hand, and desirability or commonness on the other, has
played a very important role in phonology: all things being equal, simpler
rules are preferred, both for the intrinsic elegance of simple rules and
because they correlate with more general classes of segments. Maximum
generality is an essential desideratum of science.

The idea that rules are stated in terms of the simplest, most general
classes of phonetically defined segments has an implication for rule for-
mulation. Suppose we encounter a rule where high vowels (but not mid
and low vowels) nasalize before nasal stops (n, m, p), thus in — i, up — ip,
and so on. We could formulate such a rule as follows:

+syl

+nasal}
+hi

—cont

(30) [ }—)[ﬁ—nasal]/_{

However, we could equally well formalize the rule as

+syl

+syl +Shyi +nasal

(31) +hi |—> /__| —cont
—low

—low —low
+nasal

We could freely add [—1low] to the specification of the input segment (since
no vowel can be [+hi, +low], thus high vowels automatically would pass
that condition), and since the same class of vowels is referenced, inclusion
of [—low]| is empirically harmless. Saying that the vowel becomes [+syl,
+hi, —low] is harmless, since the vowel that undergoes the change already
made these specifications. At the same time, the additional features in (31)
are useless complications, so on the theoretical grounds of simplicity, we
formalize the rule as (30). In writing phonological rules, we specify only
features which are mandatory. A formulation like

(32) [+syl]— [+nasal]/_{ +nasa1}

—cont

would mention fewer features, but it would be wrong given the nature of
the rule we assume, since the rule should state that only high vowels
nasalise, but this rule nasalises all vowels.

Formalizability. The claim that rules are stated in terms of phoneti-
cally defined classes is essentially an axiom of phonological theory.
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What are the consequences of such a restriction? Suppose you encounter
a language with a phonological rule of the type {p,r} — {i,b} [ _ {0, n}.
Since the segments being changed (p and r) or conditioning the change
(0 and n) cannot be defined in terms of any combination of features, nor
can the changes be expressed via any features, the foundation of phono-
logical theory would be seriously disrupted. Such a rule would refute a
fundamental claim of the theory that processes must be describable in
terms of these (or similar) features. This is what it means to say that the
theory makes a prediction: if that prediction is wrong, the theory itself
is wrong.

Much more remains to be said about the notion of “possible rule” in
phonology; nevertheless, we can see that distinctive feature theory plays
a vital role in delimiting possible rules, especially in terms of characteriz-
ing the classes of segments that can function together for a rule. We now
turn to a discussion of rule formalism, in the light of distinctive feature
theory.

6.5 The formulation of phonological rules

Many aspects of rule theory were introduced in our informal approach to
rule-writing, and they carry over in obvious ways to the formal theory that
uses features. The general form of a phonological rule is:

oF; vE 0F,, KkE,

(33) | BE, |—| wE |/...| 8F | — | A,

Focus Stuctural Trigger
change

where F;, F;, Fy . . . are features and «, 8, v . . . are plus or minus values.
The matrix to the left of the arrow is the segment changed by the rule;
that segment is referred to as the focus or target of the rule. The matrix
immediately to the right of the arrow is the structural change, and
describes the way in which the target segment is changed. The remainder
of the rule constitutes the trigger (also known as the determinant or
environment), stating the conditions outside of the target segment
which are necessary for application of the rule.

Each element is given as a matrix, which expresses a conjunction of fea-
tures. The matrices of the target and trigger mean “all segments of the
language which have the features [«F;] as well as [BF]]. . .” The matrix of the
structural change means that when a target segment undergoes a rule, it
receives whatever feature values are specified in that matrix.

There are a few special symbols which enter into rule formulation. One
which we have encountered is the word boundary, symbolized as “#”. A
rule which lengthens a vowel before a word-final sonorant would be
written as follows:
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(34) [+syl] — [+long] | _ [+son] #
A rule which devoices a word-initial consonant would be written as:
(35) [—son] — [—voice] [ # _

A word boundary can come between the target and the trigger segments,
in which case it means “when the trigger segment is in the next word.”
Such processes are relatively infrequent, but, for example, there is a rule
in Sanskrit which voices a consonant at the end of a word when it is fol-
lowed by a sonorant in the next word, so [tat#aham/ becomes [tad#aham]
‘that I'; voicing does not take place strictly within the word, and thus [pat-
a:mi/ ‘I fly’ does not undergo voicing. This rule is formulated as in (36).

(36) [—son] — [+voice] | __ # [+son]

Another symbol is the null, @, used in the focus or structural change of
a rule. As the focus, it means that the segment described to the right of
the arrow is inserted in the stated context; and as the structural change,
it means that the specified segment is deleted. Thus a rule that deletes a
word-final short high vowel which is preceded by a sonorant would be
written as follows:

+syl
(37) —hi |—>@/[+son]_#
—long

There are occasions where it is necessary to restrict a rule to apply only
when a sequence occurs in different morphemes, but not within a mor-
pheme. Suppose you find a rule that deletes a consonant after a conso-
nant, but only when the consonants are in separate morphemes: thus the
bimorphemic word [tap-ta/ with [p/ at the end of one morpheme and [t/ at
the beginning of another becomes [tapa], but the monomorphemic word
[tapta/ does not undergo deletion. Analogous to the word boundary, there
is also a morpheme boundary symbolized by “+,” which can be used in
writing rules. Thus the rule deleting the second of two consonants just in
case the consonants are in diferent morphemes (hence a morpheme
boundary comes between the consonants) is stated as:

(38) [—syl] > Q[ [—syl] + _

You may encounter other conventions of formalism. One such notation
is the brace notation. Whereas the standard matrix |. . .] refers to a con-
junction of properties - segments which are A and B and C all at once -
braces {. ..} express disjunctions, that is, segments which are A or B or C.
One of the most frequent uses of braces is exemplified by a rule found in
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a number of languages which shortens a long vowel if it is followed by
either two consonants or else one consonant plus a word boundary, i.e. fol-
lowed by a consonant that is followed by an consonant or #. Such a rule
can be written as (39).

—syl
(39) [+syl] —>[—long]/_[—syl]
#

Most such rules use the notation to encode syllable-related properties, so
in this case the generalization can be restated as “shorten a long vowel fol-
lowed by a syllable-final consonant.” Using [.] as the symbol for a syllable
boundary, this rule could then be reformulated as:

(40) [+syl] = [~long] [ _ [—syl].

Although the brace notation has been a part of phonological theory, it has
been viewed with considerable skepticism, partly because it is not well
motivated for more than a handful of phenomena that may have better
explanations (e.g. the syllable), and partly because it is a powerful device
that undermines the central claim that rules operate in terms of natural
classes (conjunctions of properties).

Some rules need to refer to a variably sized sequence of elements. A typi-
cal example is vowel harmony, where one vowel assimilates a feature from
another vowel, and ignores any consonants that come between. Suppose we
have a rule where a vowel becomes round after a round vowel, ignoring any
consonants. We could not just write the rule as (41), since that incorrectly
states that only vowels strictly next to round vowels harmonize.

(41) [+syl] = [+rd] [ [+syl,+rd] _
We can use the subscript-zero notation, and formalize the rule as in (42).
(42) [+syl] = [+1d] [ [+syl,+rnd] [—syl], _

The expression “[—syl],” means “any number of [—syl| segments,” from
none to an infinite sequence of them.

A related notation is the parenthesis, which surrounds elements that
may be present, but are not required. A rule of the form X —>Y/ _ (WZ)Q
means that X becomes Y before Q or before WZQ, that is, before Q ignor-
ing WZ. The parenthesis notation essentially serves to group elements
together. This notation is used most often for certain kinds of stress-
assignment rules and advancements in the theory of stress have rendered
parenthesis unnecessary in many cases.

One other very useful bit of notation is the feature variable notation. So
far, it has actually been impossible to formalize one of the most common
phonological rules in languages, the rule which assimilates a nasal in
place of articulation to the following consonant, where /mk/ — [pk], /np/
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— [mp| and so on. While we can write a rule which makes any nasal
become [+ant,+cor| before a [+ant,+cor| consonant - any nasal becomes
[n] before [t/ - and we can write a rule to make any nasal [+ant,—cor]
before a [+ant,—cor| consonant - nasals become [m] before [p] - we cannot
express both changes in one rule.

(43)
+ ant} { + ant}

a. [+nas] — {
+cor +cor

+ant} {-ﬁ-ant}

b. [+nas]—>{
—cor

| —cor

The structural change cannot be “—[+cor|” because when a nasal
becomes [m] it becomes [—cor]. For the same reason the change cannot be
“ — [—cor]” since making a nasal becomes [n] makes it become [+cor]. One
solution is the introduction of feature variables, notated with Greek let-
ters «, B, vy, etc. whose meaning is “the same value.” Thus a rule which
makes a nasal take on whatever values the following consonant has for
place of articulation would be written as follows:

aant oant
(44) [+nas]— [Bcor}/_{ Bcor}

Thus when the following consonant has the value [+cor] the nasal
becomes [+cor] and when the following consonant has the value [—cor]
the nasal becomes [—cor|. We will return to issues surrounding this notation
in the final chapter.

There are a couple of commonly used informal shorthand practices
which you need to recognize. Many rules refer to “consonants” versus
“vowels,” meaning [—syllabic|] and [+syllabic] segments, and the short-
hand “C” and “V” are often used in place of [—syllabic] and [+syllabic].
Also, related to the feature variable notation, it is sometimes necessary to
write rules which refer to the entire set of features. A typical example
would be in a rule “insert a vowel which is a copy of the preceding vowel
into a word-final cluster.” Rather that explicitly listing every feature with
an associated variable, such a rule might be written as:

(45) @ —>V;|V;C_C#
meaning “insert a copy of the preceding vowel.”

6.6 Changing the theory

The theory of features is an empirical hypothesis, and is subject to revi-
sion in the face of appropriate data. It is not handed down by a higher
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authority, nor is it arbitrarily picked at the whim of the analyst. It is
important to give critical thought to how the set of distinctive features
can be tested empirically, and revised. One prediction of the theory
which we have discussed in section 4.1 is that the two kinds of phonet-
ic retroflex consonants found in Hindi and Telugu cannot contrast
within a language. What would happen if a language were discovered
which distinguished two degrees of retroflexion? Would we discard features
altogether?

This situation has already arisen: the theory presented here evolved
from earlier, similar theories. In an earlier theory proposed by Jakobson
and Halle, retroflex consonants were described with the feature [flat].
This feature was also used to describe rounding, pharyngealization, and
uvularization. While it may seem strange to describe so many different
articulatory characteristics with a single feature, the decision was jus-
tified by the fact that these articulations share an acoustic conse-
quence, a downward shift or weakening of higher frequencies. The
assumption at that point was that no language could minimally con-
trast retroflexion, rounding, and pharyngealization. If a language has
both [t] and [k"], the surface differences in the realization of [flat], as
retroflexion versus rounding, would be due to language-specific spell-out
rules.

The theory would be falsified if you could show that rounding and
pharyngealization are independent, and counterexamples were found.
Arabic has the vowels [i a u] as well as pharyngealized vowels [i* a* uf],
which derive by assimilation from a pharyngealized consonant. If round-
ing and pharyngealization are both described by the feature [flat], it is
impossible to phonologically distinguish [u] and [uf]. But this is not at all
inappropriate if the goal is to represent phonological contrasts as
opposed to phonetic differences, since the difference between [u] and
[w] is a low-level phonetic one. The relevance of Arabic — whether it fal-
sifies the feature [flat] - depends on what you consider to be the purpose
of features.

Another prediction is that since uvular and round consonants are
both [+flat], there should be no contrast between round and nonround
uvulars, or between round velars and nonround uvulars, within a lan-
guage. But a number of languages of the Pacific Northwest, including
Lushootseed, have the contrast [k k" q q"]: this is a fact which is unde-
niably in the domain of phonology. The Dravidian language Badaga is
reported to contrast plain and retroflex vowels, where any of the vow-
els [i e a 0 u] can be plain, half-retroflex, or fully retroflex. If [flat] indi-
cates both retroflexion and rounding, it would be impossible to contrast
[u] and [u~]. Since such languages actually do exist, their discovery
forced the abandonment of the feature [flat] in favor of the system now
used.

The specific feature [flat] was wrong, not the theory of features itself.
Particular features may be incorrect, which will cause us to revise or
replace them, but revisions should be undertaken only when strong evi-
dence is presented which forces a revision. Features form the foundation
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of phonology, and revision to those features may lead to considerable
changes in the predictions of the theory. Such changes should be under-
taken with caution, taking note of unexpected consequences. If the theory
changes frequently, with new features constantly being added, this would
rightly be taken as evidence that the underlying theory is wrong.

Suppose we find a language with a contrast between regular and sub-
lingual retroflex consonants. We could accommodate this hypothetical
language into the theory by adding a new feature [sublingual|, defined
as forming an obstruction with the underside of the tongue. This theory
makes a new set of predictions: it predicts other contrasts distinguished
by sublinguality. We can presumably restrict the feature to the [+coronal]
segments on physical grounds. The features which distinguish coronals
subclasses are [anterior| and [distributed], which alone can combine to
describe four varieties of coronal — which actually exist in a number of
Australian languages. With a new feature [sublingual], eight coronal classes
can be distinguished: regular and sublingual alveolars, regular and sub-
lingual dentals, regular and sublingual alveopalatals, and regular and
sublingual retroflex consonants. Yet no such segments have been found.
Such predictions need to be considered, when contemplating a change to
the theory.

Similarly, recall the problem of “hyper-tense,” “plain tense,” “plain lax”
and “hyper-lax” high vowels across languages: we noted that no more than
two such vowels exist in a language, governed by the feature [tense]. If a
language were discovered with three or four such high vowels, we could
add a feature “hyper.” But this makes the prediction that there could also
be four-way contrasts among mid and low vowels. If these implications are
not correct, the modification to the theory is not likely to be the correct
solution to the problem. In general, addition of new features should be
undertaken only when there is compelling evidence for doing so. The lim-
ited number of features actually in use is an indication of the caution
with which features are added to the theory.

» « »

The case for labial. A classical case in point of a feature which was added
in response to significant problems with the existing feature system is the
feature [labial]. It is now accepted that feature theory should include this
feature:

[labial]: sound produced with the lips

This feature was not part of the set of features proposed in Chomsky and
Halle (1968). However, problems were noticed in the theory without [labial].

The argument for adding [labial] is that it makes rules better formaliz-
able. It was noticed that the following types of rules, inter alia, are fre-
quently attested (see Campbell 1974, Anderson 1974).

(46) a. b>w/_C
b. w—Db/[+nasal] _
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cC. WV
d. i—>u/{p,bm,wu o} _

In the first three rules, the change from bilabial obstruent to rounded
glide or rounded glide to labiodental obstruent is a seemingly arbitrary
change, when written according to the then-prevailing system of features.
There is so little in common between [b] and [w], given these features, that
a change of [b] to [r] would be simpler to formulate as in (47b), and yet the
change [b] — [r] is unattested.

—ant
+ant
+ant —cons —cons
. . —cor
47) a. —cor |—| +hi |[/_C b. +hi hi
—hi
+voi +bk +rd
—rd
+rd

In the last rule of (46), no expression covers the class {p, b, m, w, u, o0}:
rather they correspond to the disjunction [+ant,—cor]| or [+round].
These rules can be expressed quite simply with the feature [labial].

(48)

+1labial

—cons

{ +1labial
+voi

} — [ +cons]/[ +nasal] _

:|—)[—CODSJ/_C b. {

+1abi +
{ 1ab1a1}_){ cons} d. i—>[+labial] [+labial] _

+round —round

Feature redefinition. Even modifying definitions of existing features
must be done with caution, and should be based on substantial evidence
that existing definitions fail to allow classes or changes to be expressed
adequately. One feature which might be redefined is [continuant]. The
standard definition states that a segment is [+continuant] if it is produced
with air continuously flowing through the oral cavity. An alternative defi-
nition is that a segment is [+continuant] if air flows continuously through
the vocal tract. How do we decide which definition is correct? The difference
is that under the first definition, nasals are [—continuant] and under the
second definition, nasals are [+continuant].

If the first definition is correct, we expect to find a language where
{p,t, ¢, k, m, n, g, b, d, j, g} undergo or trigger a rule, and {f, s, 6, x, v,
z, 0, v} do not: under the “oral cavity” definition, [—continuant] refers
to the class of segments {p, t, ¢, k, m, n, n, b, d, j, g}. On the other hand,
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Phonetic descriptions.°~
of vowels are not
usually based on
physiological data
such as x-ray studies.
Tongue positions are
often deduced by
matching sound
quality with that of
a standardly defined
vowel: we assume
that Kenyang schwa
is central because it
sounds like schwa,
which is defined as

: being central.
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if the second hypothesis is correct, we should find a language where
{n, m, n, f s, X, v, X, y} undergo or trigger a rule, and the remaining con-
sonants {p, t, ¢, k, b, d, j, g} do not: under the “vocal tract” definition of
[continuant], the feature specification [+continuant] would refer to the
set {n, m, n, f, s, X, v, X, y}.

Just as important as knowing what sets of segments can be referred to
by one theory or another, you need to consider what groupings of seg-
ments cannot be expressed in a theory. Under either definition of [con-
tinuant], finding a process which refers to {p, t, k, b, d, g} proves noth-
ing, since either theory can refer to this class, either as [—continuant| in
the “oral cavity” theory or as [—continuant,—nasal] in the “vocal tract”
theory. The additional feature needed in the “vocal tract” theory does
complicate the rule, but that does not in itself disprove the theory. If you
find a process referring to {n, m, n, f, s, X, v, X, v}, excluding {p, t, k, b,
d, g}, this would definitively argue for the “oral cavity” theory. Such a
class can be referred to with the specification [+continuant] in the “oral
cavity” theory, but there is no way to refer to that set under the “vocal
tract” theory. As it stands, we have not found such clear cases: but, at
least we can identify the type of evidence needed to definitively choose
between the theories. The implicit claim of feature theory is that it
would be impossible for both kinds of rules to exist in human languages.
There can only be one definition of any feature, if the theory is to be
coherent.

Central vowels. We will consider another case where the features face a
problem with expressing a natural class, relating to the treatment of cen-
tral versus back vowels. In chapter 3 we saw that Kenyang [k] and [q] are in
complementary distribution, with [q] appearing word-finally after the
vowels [0], [0] and [a] and |k] appearing elsewhere. Representative examples
are reproduced here.

(49) enoq  ‘tree’ enoq ‘drum’
pgaq  ‘knife’ ekaq ‘leg’
mok ‘dirt’ ndek ‘European’

pobrik ‘work project’” ayuk (person’s name)

Schwa does not cause lowering of k to ¢. In the standard account of vowels,
[9] differs from [5] only in rounding, though phonetic tradition claims that
these vowels also differ in being back ([2]) versus central ([9]). As previously
discussed, this difference is attributed to a low level, phonologically
insignificant phonetic factor.

The problem which Kenyang poses is that it is impossible to formulate
the rule of klowering if schwa is phonologically a mid back unrounded
vowel. A simple attempt at formulizing the rule would be:

+hi

+ back}
+back -

} *[_high]/Lhigh

(50) {
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If schwa is [+back, —hi, —round] it would satisfy the requirements of the
rule so should cause lowering of [k/, but it does not: therefore this for-
mulation cannot be correct. Since schwa differs from [0] in being
[—round], we might try to exclude [9] by requiring the trigger vowel to be
[+round].

. +back

(51) { Thi }—)[—hi h]/| —high
+back & g1 |-

+round

But this formulation is not correct either, since it would prevent the
nonround low vowel [a] from triggering uvularization, which in fact it
does do.

These data are a problem for the theory that there is only a two-way dis-
tinction between front and back vowels, not a three-way distinction
between front, central, and back vowels. The uvularization rule of
Kenyang can be formulated if we assume an additional feature, [*front|,
which characterizes front vowels. Under that theory, back vowels would
be [+back, —front]|, front vowels would be [+front, —back], and central
vowels would be [—back, —front]. Since we must account for this fact
about Kenyang, the theory must be changed. But before adding anything
to the theory, it is important to consider all of the consequences of the
proposal.

A positive consequence is that it allows us to account for Kenyang.
Another possible example of the relevance of central vowels to phonology
comes from Norwegian (and Swedish). There are three high, round vowels
in Norwegian, whereas the standard feature theory countenances the
existence of only two high rounded vowels, one front and one back.
Examples in Norwegian spelling are do ‘outhouse,” du ‘you sg’ and dy ‘for-
bear!’. The vowel o is phonetically [u], and u and y are distinct nonback
round vowels. In many IPA transcriptions of Norwegian, these are tran-
scribed as [du] ‘you sg’ and [dy] ‘forbear!’, implying a contrast between
front, central and back round vowels. This is exactly what the standard
view of central vowels has claimed should not happen, and it would
appear that Norwegian also falsifies the theory.

The matter is not so simple. The vowels spelled u versus y also differ in
lip configuration. The vowel u is “in-rounded,” with an inward narrowing
of the lips, whereas y is “out-rounded,” with an outward-flanging protru-
sion of the lips. This lip difference is hidden by the selection of the IPA
symbols [¢] versus [y]. While it is clear that the standard theory does not
handle the contrast, we cannot tell what the correct basis for maintain-
ing the contrast is. We could treat the difference as a front ~ central ~
back distinction and disregard the difference in lip configuration (leav-
ing that to phonetic implementation); or, we could treat the labial dis-
tinction as primary and leave the presumed tongue position to phonetic
implementation.
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Given that the theory of features has also accepted the feature [labial],
it is possible that the distinction lies in [labial] versus [round], where the
outrounded vowel <y> is [+round, +labial] and inrounded <u> is
[-round, +labial] - or vice versa. Unfortunately, nothing in the phono-
logical behavior of these vowels gives any clue as to the natural class
groupings of the vowels, so the problem of representing these differences
in Norwegian remains unresolved. Thus the case for positing a distinct
phonological category of central vowel does not receive very strong sup-
port from the vowel contrasts of Norwegian.

A negative consequence of adding [front], which would allow the
phonological definition of a class of central vowels, is that it defines unat-
tested classes and segments outside of the realm of vowels. The classical
features could distinguish just [k] and [K’], using [+back]. With the addi-
tion of [front], we would have a three-way distinction between k-like con-
sonants which are [+front, —back], [—front, —back| and [—front, +back].
But no evidence at all has emerged for such a contrast in any language.
Finally, the addition of the feature [front] defines a natural class [—back]
containing front and central vowels, but not back vowels: such a class is
not possible in the classical theory, and also seems to be unattested in
phonological rules. This may indicate that the feature [front] is the wrong
feature - at any rate it indicates that further research is necessary, in
order to understand all of the ramifications of various possible changes to
the theory.

Thus the evidence for a change to feature theory, made to handle the
problematic status of [9] in Kenyang phonology, would not be suffi-
ciently strong to warrant complete acceptance of the new feature. We
will suspend further discussion of this proposal until later, when non-
linear theories of representation are introduced and answers to some of
the problems such as the unattested three-way contrast in velars can be
considered. The central point is that changes in the theory are not
made at will: they are made only after considerable argumentation and
evidence that the existing theory is fundamentally inadequate.

Language sounds can be defined in terms of a small set of universal
phonetically based features, which not only define the basic atoms of
phonological representations, but also play a central role in the formal
expression of rules. An important theme of this chapter is the nature
of scientific theories, such as the theory of features, which make pre-
dictions both about what can happen and what cannot happen. The
fundamental role of feature theory is to make specific predictions
about the kinds of segments and rules that we should find in human
languages. One of the main concerns of phonological theory is finding
the correct set of features that define the sounds and rule systems of
all human languages.
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6. Formalize the following rules using distinctive features (segmental inven-
tories to be assumed for each language are given in brackets):
i. bdg—>pB0oy/V_ [ptkbdgpdymnpriuas

i. pkg—oBv.8V_ [ptitkgqBrzysmiieé&aeoud]
ii. d—>y/i,e_oua [ptkbdnywiteaeoual

v. t—>s/ _i [ptkhvdsrimnyitedaou]
V. s—>r/V_V [ptkbdgsrimnhwyeioua]

7. Review previous solutions to exercises which you have done in the pre-
ceding chapters, and state the rules according to the features given here:
discuss any problems which you may encounter in reformalizing these
rules.

Further reading
Campbell 1974; Chomsky and Halle 1968; Jakobson and Halle 1956; Jakobson, Fant and Halle 1952;
Trubetzkoy 1939.
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Analyzing a system of phonological alternations is not trivial: it requires
practice, where you gain experience by solving phonological problems of
increasing complexity, experience which facilitates subsequent problem
solving. The wider your experience is with actual phonological processes
and problem solving, the better able you will be to appreciate what
processes are common in the languages of the world, and to understand
the dynamics of hypothesis formation, testing and revision. The first
analyses given here will be more explicit about the reasoning that goes
into solving data sets of this nature, in some cases deliberately going
down the wrong analytical path, so that you have the opportunity to rec-
ognize the wrong path, and see how to get back on the right path. In prac-
tice, many of the calculations that are involved here are done without
explicitly thinking about it - once you have suitable experience with prob-
lem solving.

7.1 Yawelmani

Our first problem involves alternations in the verb paradigm in the
Yawelmani dialect of Yokuts (California).

7.1.1 The data

Three phonological rules will be motivated by the following examples:
vowel epenthesis, vowel shortening, and vowel harmony. It is not obvious
what the underlying representation of verb roots is, so besides finding the
rules we must make decisions about underlying forms.

(1) Nonfuture Imperative  Dubitative  Passive aorist

xathin xatk’a xatal xatit ‘eat’

dubhun dubk’a dubal dubut ‘lead by hand’
xilhin xilk’a xilal xilit ‘tangle’
Kk’o?hin k’o?k’o k’o?0l Kk’o?it ‘throw’

doshin dosk’o do:sol do:sit ‘report’

saphin sapk’a sa:pal sa:pit ‘burn’

lanhin lank’a lamnal lamit ‘hear’

mek’hin  mek’k’a me:k’al me:K’it ‘swallow’
wonhin wonk’o wo:nol wo:nit ‘hide’
p’axathin p’axatk’a  p’axa:ital  p’axa:tit ‘mourn’
hiwethin  hiwetk’a hiwe:tal hiwe:tit ‘walk’
Popothin  ?opotk’o ?opo:tol Popo:tit ‘arise from bed’
yawalhin  yawalk’a yawa:lal yawa:lit ‘follow’
parithin  pa?itk’a partal partit ‘fight’

?ilikhin Pilikk’a ?Pilkal Pilkit ‘sing’

logiwhin  logiwk’a logwol logwit ‘pulverize’
?Pugunhun ?ugunk’a  ?ugnal ?Pugnut ‘drink’
lihimhin  lihimk’a lihmal lihmit ‘run’

Payiyhin  ?ayiyk’a Payyal Payyit ‘pole a boat’
t'oyixhin t'oyixk'a t’oyxol t’oyxit ‘give medicine’

luk’ulhun luk’ulk’a luk’lal luk’lut ‘bury’
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somilhin  so:nilk’a sonlol sonlit ‘put on back’
Parmilhin ?a:milk’a  ?amlal Pamlit ‘help’
mo:yinhin mo:yyink’a moynol moynit ‘become tired’
sa:lik’hin  sa:lik’k’a salk’al salk’it ‘wake up’

7.1.2 The first step: morphology

First we need a morphological analysis of the data. In a simple case, this
involves looking at columns and rows of data, and figuring out which sub-
parts of words are consistently present with one meaning, and which other
subparts are consistently present with other meanings. This task is more
complicated when the surface shape of roots and affixes changes due to
phonological rules. We cannot provide a definitive morphological analysis
of these data without knowing what the phonological system is, and cer-
tainty as to the phonological rules is impossible without knowing the mor-
phological analysis. We break out of this seeming circle by adopting — and
constantly revising — a preliminary and less precise analysis of the phonol-
ogy and morphology. Improvement in the underlying representations
should result in better rules, and as we refine the system of rules, the
nature of the underlying distinctions hopefully becomes clearer.

In this case, four suffixes are added to roots, -hin ~ -hun ‘nonfuture,
-kK’'a ~ -k’o ‘imperative,’ -al ~ -ol ‘dubitative’ and -it ~ -ut ‘passive aorist.’ The
notation -hin ~ -hun indicates that the suffix is pronounced either as -hin
or as -hun. We need to discover when one form versus the other is used,
and express that relation in terms of an underlying form and a rule
changing the underlying form.

Stem variants. Some stems have only one surface shape: xat- ‘eat,” dub-
‘lead by hand,’ xil- ‘tangle,” and k’0?- ‘throw,” so the most natural assump-
tion would be that these are the underlying forms for these particular
stems (this assumption may turn out to be wrong, but it is a good starting
assumption). Most stems in the data set have two surface manifestations.
An important first step in understanding the rules of the language is to
identify the alternations in the data, and one way to make the alterna-
tions explicit is to list the phonetic variants of each stem.

(2) dos ~ do:s ‘report’ sap ~ sa:;p ‘burn’
lan ~ la:n ‘hear’ mek’ ~ me:k’ ‘swallow’
won ~ wo:n ‘hide’ p’axat ~ p’axa:t  ‘mourn’

hiwet ~ hiwe:t  ‘walk’ ?opot ~ Popo:t ‘arise from bed’
yawal ~ yawa:l ‘follow’ parit ~ pa?t ‘fight’

?ilik ~ ?ilk ‘sing’ logiw ~ logw ‘pulverize’
?Pugun ~ ?ugn  ‘drink’ lihim ~ lihm ‘run’

Payiy ~ ?ayy ‘pole a boat’  t’oyix ~ t’oyx ‘give medicine’
luk’ul ~ luk’l ‘bury’ somil ~ sonl ‘put on back’
?axmil ~ ?aml  ‘help’ moyin ~ moyn ‘become tired’
sa:lik’ ~ salk’ ‘wake up’

In these cases, decisions must be made regarding the underlying forms.
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Suffix variants. We must decide what the underlying form of each suf-
fix is, and they all have two surface variants in terms of their vowel: either
a nonrounded vowel, or a rounded vowel. For each suffix, we group the
verbs in terms of which variant of the suffix is used with them.

3) -hin xat, xil, K'o7?, dos, sap, lan, mek’, won, p’axat, hiwet, fopot,
hi i1, k’o?, d It K’ ’ hi ?

yawal, pa?it, ?ilik, logiw, lihim, ?ayiy, t'oyix, so:nil, ?a:mil,
mo:yin, sa:lik’

-hun dub, ?ugun, luk’ul

k'a xat, dub, xil, sap, lan, mek’, p’axat, hiwet, yawal, pa?it,
?ilik, logiw, ?ugun, lihim, ?ayiy, t'oyix, luk’'ul, so:nil,
?a:mil, mo:yin, sa:lik’

-k’o k’o?, dos, won, ?opot

-al xat, dub, xil, sa:p, la:n, me:k’, p’axa:t, hiwe:t, yawa:l, pa?t,
?ilk, ?ugn, lihm, ?ayy, luk’l, ?aml, salk’

-0l k’o?, do:s, wo:n, ?opo:t, logw, t’oyx, sonl, moyn

-it xat, xil, kK’'o?, do:s, sa:p, lamn, me:k’, wo:n, p’axa:t, hiwe:t,

?opo:t, yawa:l, part, ?ilk, logw, lihm, ?ayy, t’oyx, sonl,
?aml, moyn, salk’

-ut dub, ?ugn, luk’l

7.1.3 Identifying phonological regularities

Vowel harmony. Having grouped the examples in this fashion, a phono-
logical regularity can be detected. For the suffix hin ~ hun, the vowel u
appears when the preceding vowel is u, and i appears in the suffix after
any other vowel. The suffix it ~ ut obeys this same rule. The suffixes k’a ~
k’0 and al ~ ol have the vowel o after o. This can be explained by positing a
rule of vowel harmony between the suffix vowel and whatever vowel pre-
cedes it, where [a/ assimilates to [o/ and [i/ assimilates to [u].

\4
v
(4) { } —[+round]/| «ahi |C,
ahi -
+round
The variable notation - «hi. ... ahi. ... - expresses the condition that the

vowels must have the same value of [hi], i.e. the harmonizing vowel must
be [+hi] after a [+hi] round vowel, and [—hi] after a [—hi] round vowel, in
order for the harmony rule to apply.

Vowel shortening. The next problem to tackle is the variation in the
shape of the stem. A useful next step in trying to analyze that variation is
to see whether the variants can be arranged into a small number of
groups, organized according to the nature of the difference between the
two stem shapes. In looking for such an organization, notice that some
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stems alternate in terms of having long versus short vowels, and in terms
of having versus lacking a second vowel. Accordingly, we organize the data
into the following classes of stem alternations (including the class of
stems which have no alternation).

(5) cvC- xat, dub, xil, K’o?

CVC ~ Cv:C - dos ~ do:s, sap ~ sa:p, lan ~ lamn,
mek’ ~ me:k’, won ~ wo:n

CVCVC ~ CVCV:C - p’axat ~ p’axa:t, hiwet ~ hiwe:t,
?opot ~ ?Popo:t, yawal ~ yawa:l

CvcvC ~ CvCC - parit ~ pa?t, ?ilik ~ ?ilk, logiw ~ logw,
?Pugun ~ ?ugn, lihim ~ lihm, ?ayiy ~ ?ayy,
toyix ~ t'oyx, luk’'ul ~ luk’l

CV:CVC ~ CVCC - so:nil ~ sonl, ?a:mil ~ ?aml, mo:yin ~ moyn,
sa:lik’ ~ salk’

The initial hypothesis is that the invariant CVC stems have the underlying
shape CVC. If there is no reason to make the underlying form be different
from the surface form, the two forms should be assumed to be identical.
Building on that decision, we will now set forth a hypothesis for stems
which vary in shape between CVC and CV:C. It is highly unlikely that these
stems also have the underlying shape CVC, since that would make it hard to
account for stems such as [xat/ which are invariant CVC. We could not pre-
dict whether a stem vowel is supposed to have a length alternation or not,
and the reasoning that leads to hypothesizing an underlying distinction
[xat/ vs. [do:s/ which is contextually neutralized is exactly the same as that
which leads to hypothesizing that in Russian (discussed in chapter 4) the
word for ‘time’ is underlyingly [raz/ and ‘forest’ is [les|.

Given the conclusion that stems like do:s ~ dos have an underlying CV:C
form, under what circumstance is the underlyingly long vowel of the stem
shortened? Taking /do:s| as a representative, and mechanically combining
the assumed underlying stem with what we take to be the underlying form
of the suffix, we arrive at the following underlying and surface relations.

(6) underlying do:s-hin dois-k’a do:s-al do:s-it
surface doshin dosk’o do:sol do:sit

The change of [a/ to o] is due to vowel harmony. There is also a change in
vowel length before k’a and hin, and not before -al and -it. These suffixes
are distinguished by whether they begin with a consonant or a vowel, thus
whether combining the stem and suffix would result in the sequence
V:CC. Scanning the entire data set reveals an important generalization,
that a long vowel is always followed by CV, that is, a long vowel only occurs
in an open syllable. The discovery of this generalization allows us to posit
the following vowel shortening rule.

(7) V—[long]/ _ CC
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This rule is all that is needed to explain both the invariant CVC stems and
the alternating CV:C ~ CVC stems. Underingly /do:s-hin/ undergoes (7) and
gives the surface form [doshin| - all other forms preserve the underlying
length of the vowel. The existence of this rule also explains why we do not
find the surface sequence V:CC - a long vowel before a cluster of two
consonants - anywhere in the data, as such sequences undergo vowel
shortening.

We turn next to the stems with the shape CVCVC ~ CVCV:C such as
p’axat ~ p’axa:t. Since we have already encountered a rule which accounts
for alternations in vowel length, we should immediately suspect that
this length alternation is the same as the one just accounted for in CV:C ~
CVC stems. When we inspect the contexts where the long-vowel variant
occurs, we see that there are long vowels when a vowel-initial suffix is
added, and short vowels when a consonant-initial suffix is added. In other
words, these stems are virtually the same as [CV:C| stems, except that they
have the underlying shape |[CVCV:C|. We initially hypothesized that there
was a rule of vowel shortening based on /[CV:C| stems, and that rule nicely
handled those data. The way we formulated that rule was quite general,
since it only said “shorten a long vowel before two consonants.” Such a
statement predicts that, if there are other stem shapes such as [CVCV:C/,
they too will undergo that rule. We have now discovered that such stems
do undergo the shortening rule, providing independent support for that
rule.

Epenthesis. This reduces the unsolved part of the problem to two
remaining classes of stems. In one of those, there is an alternation between
presence versus absence of a vowel, and in the second group there is an
alternation in vowel length as well as an alternation in the presence versus
lack of a vowel in the second syllable; this should make us suspect that the
vowel shortening rule applies to the second of these sets. Concentrating on
the contexts where the stem has the shape CV(:)CVC as opposed to the
shape CVCC, we notice that CV(:)CVC appears before consonant-initial
suffixes and CVCC appears before vowel-initial suffixes. We do not know at
this point whether the second vowel is underlyingly part of the stem and
is deleted in one context, or whether the vowel is inserted in a different
context. Therefore, we will consider both possibilities: consideration of
alternative hypotheses is an essential part of problem solving.

First suppose that the vowel is not part of the underlying representation
of the stem. In that case, we assume the following representations

(8) wunderlying ?ilk-hin Pilkk’a ?Pilk-al Pilk-it
surface ?ilik-hin tilik-k’a ?Pilk-al Pilk-it
underlying sa:1k’-hin sa:lk’-k’a sa:1k’-al sa:lk-it
surface sa:lik’-hin sa:lik’-k’a salk’-al salk’-it

Focusing on the hypothesized underlying representations where a vowel
might be inserted, we notice that a vowel appears only where the under-
lying representation has a sequence of three consonants. Looking at all of
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the data, we notice that there are no surface sequences of three or more
consonants, making such an epenthesis approach plausible.

In order for an epenthesis solution to work, the actual quality of the
inserted vowel must be completely predictable. If we were to discover that
the quality of the second vowel is unpredictable, then it would necessari-
ly be part of the underlying representation since unpredictble informa-
tion must be in the underlying form. The vowel in the second syllable is
always high, and is round when the preceding vowel is high and round. In
other words, the vowel in question is a high vowel whose backness and
roundness is predictable, given the rule of vowel harmony, and thus the
vowel is fully predictable. Given the harmony rule, we can assume that the
second vowel is i. It is then possible to account for these examples by
applying the following rule of epenthesis.

9 00— V |C_CC
[+hi]

Given (9), the underlying form of the CVCiC ~ CVCC stems would be
|CVCC| and the underlying form of the CV:CiC ~ CVCC stems would
be |CV:CC|. For stems like [?ilk/, epenthesis applies to underlying
JCVCC+CV(C)/ to give surface [CVCiC+CV(C)|: [?ilk-hin/ — [?ilikhin]. The
alternant CVCC before VC suffixes ~ [?ilkal] ~ directly reflects the under-
lying form.

For |CV:CC| stems like [sa:lk’/, epenthesis will also apply to underlying
|CV:CC+CV(C)/, giving the surface form [CV:CiC+CV(C)|: [sa:lk-hin/ —
[sa:likhin]. When a VC suffix is added to such stems, there is no epenthe-
sis, but we do find shortening of the underlyingly long vowel which stands
before a consonant cluster: ([sa:lkal/ — [salkal]). The rules of vowel harmo-
ny, epenthesis and vowel shortening, combined with our analyses of
underlying representations, account for all aspects of the data in (1). We
conclude that epenthesis is a possible account of these alternations.

The preceding analysis has assumed a rule of epenthesis based on under-
lying representations of the form /CVCC| and |CV:CC/, but we should explore
the competing hypothesis that the vowel found in these stems is not insert-
ed, and is part of the underlying representation. Under that hypothesis,
underlying representations of the relevant stems would be the following.

(10) pa?it, ?ilik, logiw, Pugun, lihim, ?ayiy, t’oyix, luk’ul
somil, ?Pammil, mo:yin, sa:lik’

Presuming that these are the underlying stems, a rule of vowel deletion is
required to explain the discrepancy between surface and underlying
forms, which can be seen in (11).

(11) underlying luk’ul-hun luk’'ul-k’a luk’ul-al luk’ul-ut
surface luk’ul-hun luk’ul-k’a luk’l-al luk’l-ut
underlying somil-hin somil-k’a somil-ol somil-it

surface somil-hin somil-k’a sonl-ol sonl-it
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In forms which involve an alternation between a vowel and @, the context
for vowel deletion would initially appear to be in an open syllable. This
statement would produce too general a rule, since there are many vowels
in open syllables, viz. xatal, k’o?it, do:sit, p’axathin and p’axa:tal among oth-
ers. In some of these, deletion of a vowel would lead to a word-initial con-
sonant cluster, i.e. we would predict *xtal, “k’?it, “dsit, “p’xathin, and
“p’xa:tal, and we see no word-initial clusters of consonants. If we are to
have vowel deletion, the rule must be restricted from creating such clus-
ters, so one way to enforce that requirement is to require the target of
deletion to be preceded by the sequence VC. Thus, we might hypothesize
the following syncope rule, one found in many languages.

(12) V>@|VC _CV

This rule still makes incorrect predictions, since in fact there are vowels
in the context VC__CV, as shown by forms such as p’axa:tal, ?opo:tit, which
according to (12) should be deleted. Since all such examples involve long
vowels, it is a simple matter to restrict the assumed deletion rule to short
vowels.

(13) V —50/VC_CV
[—long]

With this rule of vowel syncope, the problem of vowel ~ @ alternations can
also be accounted for. The remaining details of the analysis are exactly the
same as they are under the assumption that there is a rule of vowel insertion.

7.1.4 Evaluating alternatives
In terms of simply generating the data, both the syncope and epenthesis
analyses work. The question then becomes, is there a reason to chose one
of these hypotheses over the other? It is entirely possible that we will not
be able to come up with any compelling reasons for selecting one analysis
over the other, in which case we must simply accept the fact that there are
cecsscsscsscssasses, two equally plausible ways to account for the facts. As far as the simplici-
: ty, naturalness and generality of the two analyses is concerned, neither
theory is superior to the other. Processes inserting vowels to break up CCC
clusters are very common, as are rules of syncope which delete short

vowels in the context VC__CV.

We should also consider the factual predictions of the two analyses. The
epenthesis analysis predicts that there should be no CCC sequences in
the language, and this appears to be correct. On the other hand, the syn-
cope analysis predicts that there should be no short vowels in the context
VC__CV, which also appears to be correct. Interestingly, neither account
actually makes the prediction of the competing analysis - so, the epenthe-
sis analysis does not preclude the existence of short vowels in the VC__CV
in the early era of context, and the syncope analysis does not preclude the existence of CCC
generative phonol- sequences. If it turns out that there are CCC sequences in the language,
ogy, is misguided. .+ the epenthesis solution will probably have to be rejected; whereas if there
cecesecsessesssesss are VCVCV sequences in the language, the syncope analysis will probably

By sheer counting
of symbols, the
epenthesis rule might
be slightly superior
since it only requires
reference to five
entities and syncope
requires reference to
seven entities. Such
literal symbol
counting, practiced

.
®eccecccseccsscccsccccccseccssecssccsccsoec’

©0000000000000000000000000000000000000000000
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have to be rejected. This would motivate further research into the lan-
guage, to determine if one of these analyses makes a bad prediction.

A related issue to consider is the question of “coincidence,” in terms of
assumed underlying representations. In lieu of a specific rule which
restricts the occurrence of phonemes in some environment, we expect
phonemes to combine without any constraints. Clearly there must be some
constraints on underlying representations in Yawelmani, since, for exam-
ple, we do not find underlying representations such as [ioate] with
sequences of vowels. In this case, there is no motivation from phonological
alternations to suspect that there might be underlying forms such as
|ioate/. As far as logical possibilities in underlying forms are concerned for
the issue at hand - epenthesis versus deletion — both analyses result in sys-
tematic gaps in the logically possible underlying forms. Under the epenthe-
sis analysis, there are apparently no stems of the underlying form /[CVCVC],
although there are stems of the form /[CVCV:C|. Under the syncope analysis,
we notice that all short second-syllable vowels in disyllabic stems are in
fact [if (surface [u] in some cases, in accordance with vowel harmony).

At this point, it is impossible to give strong arguments in favor of one
analysis over another, so we accept this indeterminacy for now. The funda-
mental point is that each analysis implies a set of predictions about possible
and impossible forms in the language, and these predictions need to be test-
ed against the available data. In this case, we have not been able to determine
that one theory is clearly superior to the other. The main research problem
which we face is that the corpus of data from Yawelmani available to us at
this point is restricted, so we cannot know whether generalizations which
we extract about the language based on this particular corpus are represen-
tative of the language as a whole. Even if we had access to a reference gram-
mar for the language, there is some chance that our empirical generaliza-
tions based on the data from that grammar would not hold for the whole
language, if the author of the grammar were not aware of all examples.

7.2 Hehe

The following data illustrate phonological processes of Hehe (Tanzania).
Each noun is in one of fifteen numbered noun classes, like genders in
French or German. The class of a noun is marked by a prefix. The goal is
to determine the underlying form of stems and prefixes, and explain the
processes at work in these data.

7.2.1 The data

Here are the relevant data from nouns.

(14) Class 1
mutesi ‘trapper’ mulagusi ‘sorcerer’
mutelesi  ‘cook’ muiwi ‘drinker’
mwiimbi ‘singer’ mweendi ‘one who likes people’
mwaasi ‘builder’ moogofi ‘one who is afraid’

moofusi ‘one who washes’ muut’i ‘one who comes’
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Class 2
vatesi
vatelesi
viimbi
vaasi
woofusi

Class 3
muhoomi
mufuniko
mwiina
mweenda
muunu

Class 4
mihoomi
mifuniko
miina
myeenda
myuuilu

Class 6
mavafi
maboga
miino

Class 7
kigidi
kisogo
cuunga
kifiniko
kihoomi
¢ooto
¢uunu
kiina

Class 8
figidi
fisogo
fyuunga
fifiniko
fihoomi
fyooto
fyuufiu
fiina
Class 11
luteefu

lutego
luhaanga

‘trappers’
‘cooks’

‘singers’
‘builders’

‘ones who wash’

‘cow hump’
‘cover’
‘hole’
‘cloth’

‘salt’

‘cow humps’
‘covers’
‘holes’
‘cloths’
‘salts’

‘hairy caterpillars’

‘pumpkins’
‘teeth’

‘waist’

‘back of head’
‘wet lowland’
‘tiny cover’

‘tiny cow hump’
‘tiny fire’

‘tiny salt’

‘tiny hole’

‘waists’

‘backs of head’
‘wet lowlands’
‘tiny covers’

‘tiny cow humps’
‘tiny fires’

‘tiny salts’

‘tiny holes’

‘reed mat’
‘trap’
‘sand’

valagusi
vaiwi
veendi
woogofi
wuut’i

muhogo
muvili
mwiigiigi
mooto

mihogo
mivili

miigiigi
myooto

masaasi

mayayi
miiho

kingaamba
Cuula
Caanga
kivili
kivafi
Ceenda
kiiho
kiigiigi

fingaamba
fyuula
fyaanga
fivili

fivafi
fyeenda
fiiho
fiigiigi

lupava
ludali
Iwiimbo

‘sorcerers’

‘drinkers’

‘ones who like people
‘ones who are afraid’
‘ones who come’

s

‘cassava’
‘body’
‘shadow’
‘fire’

‘cassavas’
‘bodies’
‘shadows’
‘fires’

‘bullets’
‘legs’
‘eyes’

‘sweet potato’

‘frog’

‘grave’

‘tiny body’

‘tiny hairy caterpillar’
‘tiny cloth’

‘tiny eye’

‘tiny shadow’

‘sweet potatoes’

‘frogs’

‘graves’

‘tiny bodies’

‘tiny hairy caterpillars’
‘tiny cloths’
‘tiny eyes’
‘tiny shadows

‘stirring stick’
‘power
‘song’
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Iweendo  ‘loving’ Iwaaniko ‘dry stuff’

Iwiifwi ‘chameleon’

Class 12

kateefu ‘small mat’ kakoongo  ‘small wound’
kafuniko ‘small cover’ kangaamba ‘small sweet potato’
kaasi ‘small builder’ kiimbi ‘small singer’
kaanga ‘small grave’ kooto ‘small file’

kuula ‘small frog’ kuunga ‘small wet lowland’
Class 13

tuteefu ‘small mats’ tukoongo  ‘small wounds’
tufuniko ‘small covers’ tungaamba ‘small sweet potatoes’
twaasi ‘small builders’ twiimbi ‘small singers’
twaanga  ‘small graves’ tooto ‘small files’

tuula ‘small frogs’ tuunga ‘small wet lowlands’
Class 14

wuvaso ‘sleeping place’ wulime ‘cultivating’

wugali ‘porridge’ wutiitu ‘blackness’

weelu ‘whiteness’ wuumi ‘life’

woogofu  ‘fear’ wiiyooga ‘mushroom’

waangufu ‘speed’

7.2.2 Morphological analysis

As always, a preliminary morphological analysis is the first step in solving
this phonology problem. Each noun has some prefix that marks noun class,
followed by a stem. We also see, comparing nouns in various classes, that the
same stems can appear in different classes, so for example class 3 mu-hoomi
‘cow hump’ is clearly related to class 4 mi-hoomi ‘cow humps’ - singulars and
plurals are marked by changes in class; class 11 lu-teefu ‘reed mat’ is clearly
related to ka-teefu ‘small mat’ and tu-teefu ‘small mats.’ The class prefixes have
a number of phonetic manifestations, so we find mu-, mw- and m- for classes
1 and 3, va, v- and w- for class 2, mi-, my- and m- for class 4, ma- and m- for class
6, ki-and ¢ for class 7, fi- and fy- for class 8, lu- and Iw- for class 11, ka- and k- for
class 12, tu- and tw- for class 13, and wu-, w- for class 14.

7.2.3 Phonological alternations
Noun stems fall in two groups in terms of phonological processes: those
which begin with a consonant, and those beginning with a vowel.
Examples of stems which begin with a consonant are -tesi (cf. mu-tesi,
va-tesi) and -lagusi (cf. mu-lagusi, va-lagusi); examples of stems which begin
with vowels are -iimbi (cf. mw-iimbi, v-iimbi) and -eendi (mw-eendi, v-eendi). The
best phonological information about the nature of the prefix is available
from its form before a consonant, so our working hypothesis is that
the underlying form of the noun prefix is that found before a consonant -
it preserves more information.

As we try to understand the phonological changes found with vowel-
initial stems, it is helpful to look for a general unity behind these changes.
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One important generalization about the language, judging from the data,
is that there are no vowel sequences in the language (what may seem to
be sequences such as ii, ee are not sequences, but are the orthographic rep-
resentation of single long-vowel segments). Given the assumption that the
prefixes for classes 1 and 2 are respectively /mu/ and [va/, the expected
underlying forms of the words for ‘singer’ and ‘singers’ would be /mu-
iimbi/ and [va-iimbi/. These differ from the surface forms [mw-iimbi| and
[v-iimbi]: in the case of /mu-iimbi/, underlying /u/ has become [w], and
in the case of underlying [va-iimbi/, underlying [a] has been deleted. In
both cases, the end result is that an underlying cluster of vowels has been
eliminated.

Glide formation versus vowel deletion. Now we should ask, why is a
vowel deleted in one case but turned into a glide in another case? The
answer lies in the nature of the prefix vowel. The vowel [u/ becomes the
glide [w], and the only difference between u and w is that the former is
syllabic (a vowel) where the latter is nonsyllabic. The low vowel [a/, on the
other hand, does not have a corresponding glide in this language (or in
any language). In other words, a rule of glide formation simply could not
apply to [a/ and result in a segment of the language.

To make progress in solving the problem, we need to advance hypothe-
ses and test them against the data. We therefore assume the following
rules of glide formation and vowel deletion.

(15) V —>|syl]/ _V glide formation
[+hi]

(16) V>0/|_V a-deletion

By ordering (16) after (15), we can make (16) very general, since (15) will
have already eliminated other vowel sequences. At this point, we can sim-
ply go through the data from top to bottom, seeing whether we are able
to account for the examples with no further rules - or, we may find that
other rules become necessary.

For nouns in class 1, the examples mw-iimbi, mw-eendi and mw-aasi are
straightforward, deriving from /mu-iimbi/, /mu-eendi/ and /mu-aasi/. The
forms m-oogofi, m-oofusi and m-uuci presumably derive from /mu-oogofi|
and [/mu-oofusi/ and /mu-uuci/. The vowel |u/ has been deleted, which
seems to run counter to our hypothesis that high vowels become glides
before vowels. It is possible that there is another rule that deletes |u/
before a round vowel.

(17) u—>0/ _ A% u-deletion
[+round]

We could also consider letting the glide formation rule apply and then
explain the difference /mu-aasi| — mw-aasi vs. [mu-oofusi/ — m-oofusi by
subjecting derived mw-oofusi to a rule deleting w before a round vowel.
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(18) w— 0/ _ [+tround] w-deletion

Thus we must keep in mind two hypotheses regarding [u+o/ and [u+u/
sequences.

vrounding. Now consider class 2. In stems beginning with a vowel, we
easily explain v-iimbi, v-eendi and v-aasi from va-iimbi, va-eendi and va-aasi,
where a-deletion applies. Something else seems to be happening in
w-00gofi, w-oofusi, and w-uuci from wva-oogofi, va-oofusi, and va-uut'i.
Application of a-deletion would yield v-o0gofi, v-oofusi and v-uut'i, which dif-
fer from the surface forms only in the replacement of v by w. Since this
process takes place before a round vowel, we conjecture that there may be
an assimilation rule such as the following.

(19) v—>w/ _ [+round] v-rounding

If there is such a rule in the language, it would eliminate any sequences
vu, vo: and the data contain no such sequences. There is still a problem to
address, that w-deletion (18) should apply to woogofi but it does not — the
surface form is not “[oogofi]. Two explanations come to mind. One is that
v-rounding is ordered after w-deletion, so at the stage where w-deletion
would apply, this word has the shape voogofi and not woogofi (so w-deletion
cannot apply). The other is that (18) needs to be revised, so that it only
deletes a postconsonantal w before a round vowel.

(200 w— 0 /C _ [+round]

Our decision-making criteria are not stringent enough that we can defin-
itively choose between these solutions, so we will leave this question open
for the time being.

Moving to other classes, the nouns in class 3 present no problems. Glide
formation applies to this prefix, so /[mu-iina/ — [mw-iina], and before a
round vowel derived w deletes, so /mu-ooto] — mw-ooto which then
becomes [m-ooto].

Front vowels and glides. The nouns in class 4 generally conform to the
predictions of our analysis. Note in particular that underlying /mi-uufiu/
and /mi-ooto/ undergo glide formation before a round vowel. Such exam-
ples show that it was correct to state the glide formation rule in a more
general way, so that all high vowels (and not just /u/) become glides before
any vowel (not just nonround vowels).

We cannot yet fully explain what happens with noun stems beginning
with the vowel i, as in m-iina, m-iigiigi. Given [mi-iina/, /mi-iigiigi/, we pre-
dict surface *my-iina, “my-iigiigi. This is reminiscent of the problem of
/mu-oogofi/ and /mu-uuci/ and we might want to generalize the rule
deleting a glide, to include deleting a front glide before a front vowel
(analogous to deleting a round glide before a round vowel). What pre-
vents us from doing this is that while w deletes before both u and o, y only
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deletes before i and not e, as we can see from my-eenda. It might be more
elegant or symmetrical for round glides to delete before round vowels of
any height and front glides to delete before front vowels of any height,
but the facts say otherwise: a front glide only deletes before a front high
vowel.

+hi +hi
21 - k _ - i
(21) _bsa;l -0/ [ fback} y—deletion

Checking other classes: discovering a palatalization rule. The class 6
prefix ma- presents no surprises at all: it appears as ma- before a conso-
nant, and its vowel deletes before another vowel, as in m-iino from ma-iino.
The class 7 prefix, on the other hand, is more complex. Before a consonant
it appears as ki-, and it also appears as k(i)- before i. Before other vowels, it
appears as ¢, as in ¢-uula, c-aanga, ¢-ooto, and c-eenda. Again, we continue
the procedure of comparing the underlying and predicted surface forms
(predicted by mechanically applying the rules which we have already pos-
tulated to the underlying forms we have committed ourselves to), to see
exactly what governs this discrepancy. From underlying ki-uula, ki-aanga,
ki-ooto and ki-eenda we would expect ky-uula, ky-aanga, ky-ooto and ky-eenda,
given glide formation. The discrepancy lies in the fact that the predicted
sequence ky has been fused into ¢, a process of palatalization found in
many languages. Since ky is nowhere found in the data, we can confi-
dently posit the following rule.

(22) ky—>¢ palatalization

Since (ki surfaces as [¢] when attached to a vowel-initial noun stem, the
question arises as to what has happened in k-iiho, k-iina and k-iigiigi. The
glide formation rule should apply to /ki-iiho/, /ki-iina/ and [ki-iigiigi/ giv-
ing ky-iiho, ky-iina and ky-iigiigi, which we would expect to undergo (22).
But there is a rule deleting y before i. If y is deleted by that rule, it could
not condition the change of k to ¢, so all that is required is the ordering
statement that y-deletion precedes palatalization (22). Thus [ki-iina/
becomes ky-iina by glide formation, and before the palatalization rule can
apply, the y-deletion rule (21) deletes the glide that is crucial for (22).

Deciding on the form of w-deletion; degemination. At this point, we
can quickly check the examples in classes 8, 11, 12 and 13 and verify that
our analysis explains all of these forms as well. The final set of examples
are those in class 14, which has the prefix [wu/. This prefix raises a ques-
tion in terms of our analysis: why do we have the sequence [wu], which
is eliminated by a rule elsewhere? One explanation is the statement of
the rule itself: if (20) is the correct rule, then this w could not delete
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because it is not preceded by a consonant. The other possibility is that
[wu] actually comes from [vu/ by applying v-rounding (19), which we
assumed applies after w-deletion. While both explanations work, the
analysis where [wu] is underlying |vu/ has the disadvantage of being
rather abstract, in positing an underlying segment in the prefix which
never appears as such. This issue was presaged in chapter 4 and is dis-
cussed in more detail in chapter 9: for the moment we will simply say that
given a choice between a concrete analysis where the underlying form of
a morpheme is composed only of segments which actually appear as such
in some surface manifestation of the morpheme, and an abstract form
with a segment that never appears on the surface, the concrete analysis is
preferable to the abstract one, all other things being comparable. On that
basis, we decide that the underlying form of the class 14 prefix is |wu/,
which means that the proper explanation for failure of w-deletion lies in
the statement of w-deletion itself, as (20).

Still analyzing this class of nouns, we now focus on examples where the
prefix precedes a vowel-initial stem, e.g. w-eelu, w-uumi, w-oogofu, w-iiyooga and
w-aangufu from underlying [wu-eelu/, fwu-uumi/, fwu-oogofu/, /wu-iiyooga/
and wu-aangufu/. Applying glide formation would give the surface forms
“ww-eelu, "ww-uumi, “ww-oogofu, “ww-iiyooga and “ww-aangufu, which differ from
the surface form in a simple way, that they have a geminate w where the
actual form has only a single w (in fact, there do not seem to be any gemi-
nate consonants in the language), which allows us to posit the following
degemination rule.

(23) CC—>C degemination

7.2.4 Extending the data

Verbs are subject to these same rules, as some additional data will show,
and an analysis of verbs will provide additional support for aspects of this
analysis. Hehe is a tone language, and while we have not been concerned
with accounting for tone (and have not marked tones), in the following
data, tones are marked, and can be predicted by rule. In analyzing these
data, we want to account for the placement of the high tone (H), which is
marked with an acute accent.

(24) V V for V for each make V
kikama kikamila kikamildna kikamya
kudsana kisanila kudsanildna kisanyd
kitova kutovéla kttoveldna kitovya
kadlava kalavila kulavildna kalavya
kafwiima kafwiimila kafwiimildna kafwiimya
kukaladnga kukalaangila  kudkalaangildna kukalaangyd
kukaldva kukalavila kukalavildna kukalavyd
kwéenda kwéendéla kwéendeldna kwéendya
kwiimba kwiimbila kwiimbildna kwiimbya
kéogépa kéogopéla kéogopeldna kéogopyd
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be V'd Vus V them

kikamwd kutukdma kuvakdma ‘milk’
kisanwd kutusdna kuvasdna ‘comb’
kutowd kututéva kuvatova ‘beat’
kulawd kutuldva kuvaldva ‘look at’
kufwiimwa kutufwiima kuvafwiima ‘hunt’
kukalaangwd kutukaladnga kuvakaladnga ‘fry’
kukalawd - — ‘take bath’
kwéendwd kutweénda kuveénda ‘love’
kwiimbwa kitwiimba kiviimba ‘sing’
kéogopwad kitoogoépa kiawoogo6pa ‘fear’

The morphology. These data indicate that all verbs begin with kii or
something derivable from [kd/ by the rules already motivated, thus we
assume that ki- is an inflectional prefix. In addition, all verbs end with
the vowel a, which is probably a morpheme since it is unlikely that
every root would end in exactly the same vowel. The stem of the word
for ‘milk’ is probably -kam-. Various grammatical relations are expressed
by suffixes standing between the stem and the suffix -a, such as -il- ‘for,
-an- ‘each other,’ -y- ‘make,” -w- passive: the objects ‘us’ and ‘them’ are
marked by the prefixes -tu- and -va- between the prefix ki- and the verb
stem.

Phonological rules. Looking at the last three roots, which are vowel-ini-
tial, the prefixes kii-, tu- and va- are subject to the rules motivated on the
basis of nouns, where [u/ becomes [w] before a vowel, but deletes after a
consonant and before a round vowel (so, [ku-oogopa/ — kwoogopa —
[koogopa]); the sequence vo becomes wo (/ku-va-oogopa/ — kuvoogopa —
[kuwoogopal). The change of [v| to w is also seen in examples such as
kutowd and kiilawd, coming (apparently) from /ku-tov-w-a/ and [ku-lav-w-a/.
The rule of v-rounding would derive kiitowwd and kiilawwd, and the actual
phonetic forms can be accounted for based on that intermediate form by
degemination.

One additional segmental process of vowel harmony is motivated by the
above examples. The benefactive suffix retains its underlying high vowel
in forms such as kiikam-il-a, kisan-il-a and kifwiim-il-a, but that vowel assim-
ilates in height to a preceding mid vowel in examples such as kiitov-él-q,
kwéend-él-a and kdogop-él-a. This motivates the following vowel harmony
rule:

(25) \%
-V —[—high]/| —high |C,_vowel harmony
—low

Regarding tone, most examples have an H tone on the second-to-last vowel
of the word (this may be the second part of a long vowel in the penultimate
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syllable, or the only vowel of a short penultimate syllable), which can be
accounted for by the following rule.

(26) V—[+H][ _ C,V# tone assignment

In some verbs, this H is missing - cf. kiikama, kiisana, kiitova. Applying this
tone assignment rule to these forms would result in outputs such as
“kiikdma, “kiisdna, “kitova, with H tones on adjacent vowels. Since our exam-
ples contain no cases of consecutive H-toned vowels, we may assume a rule
along the following lines.

(27) V>[-H]| V Cy_
(+H]

What about the columns with the suffixes -y- ‘make’ and -w- ‘passive,
which have word-final H, not penult H ? We expect “kiikaladngwa. But if
these two suffixes are underlyingly i and u, then the underlying form of
kiikalaangwd would be [ku-kalaang-u-a/. H tone would be assigned to the
penultimate vowel under that assumption, giving kiikalaangiia. However,
we already know that there is a rule of glide formation which would turn
u and i into w and y before vowels, a rule which has obviously applied in
these forms. Since only syllabic elements can bear tones, the tone on the
penultimate vowel apparently shifts to the final syllable, where it can be
pronounced.

7.3 Icelandic

Our next example consists of alternations in noun inflection in Modern
Icelandic.

7.3.1 The data

The relevant data are in (28). The task is to provide a unique underlying
representation for each stem and case suffix, state what phonological
rules are required to account for these data, and indicate what order they
apply in, when the ordering of rules matters.

(28) hestiir  hattir heimiir  groutir skougtir nom sg
hest hatt heim grott skoug acc sg
hesti hatti heimi grouti skougi dat sg
hests hatts heims grotts skougs gen sg
hestar hattar heimar  groiitar skougar nom pl
hesta hatta heima grotlita skouga acc pl
hestim  hottim heimiim groiutim skougim  dat pl
‘horse’ ‘hat’ ‘home’ ‘porridge’ ‘forest’
gardir  laiknir hirdir himinn morglinn  nom sg
gard laikni hirdi himin morgilin acc sg

gardi laikni hirdi himni morgni dat sg

3 Such tone shift,

: where the tone ofa
* vowel shifts to

* another vowel when
 the original vowel

* deletes or desyllabi-
fies, is common in
 tone languages and
* is discussed in the

* last chapter.

.
esccccccc000000000 °

.
®eccecccccsccscccscccsccsenc’



186 INTRODUCING PHONOLOGY

gards laiknis hirdis himins morgilins  gen sg
gardar laiknar hirdar himnar morgnar  nom pl
garda laikna hirda himna morgna acc pl
gordim laikntim hirdim himnim morgnim dat pl
‘garden’ ‘doctor’ ‘herd’ ‘heaven’ ‘morning’

stoull magaull yokiill 6timall mour nom sg
stoul magaul yokiil 6timal mou acc sg
stouli magauli yokli 6tumli mou dat sg
stouls magauls yokiils 6timals mous gen sg
stoular magaular  yoklar 6timlar mouar nom pl
stoula magaula yokla 6tmla moua acc pl
stoulim magaulim yoklim 6imlim mouim dat pl
‘chair’ ‘flank’ ‘glacier’ ‘thumb’ ‘peat’

akiir hamar hver galdiir byour nom sg
akiir hamar hver galdiir byour acc sg
akri hamri hver galdri byour dat sg
akiirs hamars hvers galdurs byours gen sg
akrar hamrar hverar galdrar byourar nom pl
akra hamra hvera galdra byoura acc pl
Okrim  hémrim hverim goldrim  byouriim dat pl
‘field’ ‘hammer’ ‘geyser’ ‘magic’ ‘beer’

7.3.2 Morphological analysis

It is not immediately clear what are appropriate underlying representa-
tions for some case suffixes. It would appear that the nominative singular
ending is something like <iir or maybe -ir, although sometimes you just
find lengthening of a stem-final consonant. We start by assuming that the
accusative singular has no case suffix, the dative singular is -i, the genitive
singular is -s, the nominative plural is -ar, the accusative plural is -a and
the dative plural is -iim, since in almost all stems, that is how these suf-
fixes are actually manifested. It would similarly not be unreasonable to
assume that the accusative singular form is a close approximation of the
underlying form of the stem.

7.3.3 Phonological alternations

On the basis of these assumptions about underlying forms, we can identi-
fy some phonological alternations which need to be explained. First and
foremost, we need to explain the consonantal variation in the nominative
singular. Second, we need to explain the alternation between [a] and [¢] in
examples such as [hatta] ~ [hottiim]. Third, there is a vowel ~ @ alterna-
tion as in [himin| ~ [himna] and [morgiin] ~ [morgnal. Fourth, the dative
singular form generally appears as [i], but in some cases does not surface.
We will try to solve one of these problems, selecting at random, since at
this point we have no reason to think that finding a solution to one of
these problems is dependent on finding a solution to any other of these
problems.
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The vowel of the nominative singular. We will begin with the problem
of the nominative singular. The first step in taming this problem is to
state exactly what the problem is. There are many apparent realizations
of this suffix; depending on the noun stem to which it is attached, we
find -iir, -ir, -1, -0 , -1 and -n. Constructing this list of surface realizations
alone is enough to allow us to make an intelligent initial guess about
the underlying form, which is that the nominative singular is -(V)r,
since half of the variants of this affix actually contain -r (of course, this
assumption could be wrong, since numerical counts are not arguments
for underlying forms, only suggestions, but again we need to start some-
where). The next step is to extract generalizations about the contexts
where each variant is used. We would start by listing the presumably
underlying stems themselves, noting that we have -ur with |hest/, /hatt/,
|grott/, [heim/, [gard/ and [skoug], -r with /mou/, [laikni/ and /hirdi/, @
with [akiir/, (hamar/, /hver|/ and [galdiir/, -l with [stoul/, /magaul/ and
[yokiil/, and -n with /himin/ and /morgiin/. At this point, generalizations
about the underlying form become easier to see: we find [1] after [1/, [n]
after [n/, @ after [r/, [r] after a vowel, and [iir| after any other consonant.
We can conclude that the most likely underlying forms for this suffix
are [iir/ and [r/.

Having identified the nature of the conditioning environment and
armed with two hypotheses about the underlying form, it is time to trans-
form this information into specific rules. Since underlying representa-
tions and rules go hand in hand, we need to determine whether one of the
assumed underlying representations for the suffix results in more plausi-
ble rules. Let us consider the entailments of these underlying forms in
terms of the rules that they commit us to.

(29) Hypothesis: [iir|

No change: hest-tir — hestiir, hatt-ir — hattiir, skoug-iir — skougiir,
heim-lir — heimiir, gard-iir — gardir, grotit-ir — grottiir

Deletion of a vowel mou-iir — mour, laikni-tir — laiknir,
hirdi-ir — hirdir

Deletion of a vowel and deletion of r akiir-iir — akiir, hver-iir — hver,
byour-iir — byour, galdiir-ir — galdiir, hamar-iir — hamar

Deletion of a vowel and assimilation stoul-tir — stoull,
yokul-ir — yokiill, 6timal-iir — 6iimall, himin-iir — himinn,
magaul-ir — magaull, morgiin-iir - morginn

Hypothesis: [t/
Insertion of a vowel hest-r — hestiir, hatt-r — hattiir,
skoug-r — skougiir, heim-r — heimiir, gard-r — gardiir,
groutr — groutir
No change mou-r — mour, laikni-r — laiknir, hirdi-r — hirdir
Deletion of r akiir-r — akiir, hver-r — hver, byour-r — byour,
galdirr — galdir, hamarr — hamar
Assimilation stoul-r — stoull, yokiil-r — yokiill, 6timal-r — 6timall,
himin-r — himinn, magaulr — magaull, morgilin-r — morginn

®eccecceccccccccen,
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why assume that
garadiir illustrates
the variant -iir and
galdiir does not?

We assumed that the
accusative singular
best reflects the
underlying form,
and since [iir] is pre-
sent in the accusative
singular galdiir but
not gara, [iir] must
be part of the stem
in galdiir and not

in garaiir.
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We will start with the assumption that the suffix is underlyingly /[iir/.
Given that, a deletion rule is required to eliminate ii from this suffix when
it is preceded by one of [r, 1, n/.

+syl

+
(30) | +hi —>®/V{ Cor}—r#
+son
+rd

Applying this rule to underlying himiniir, stouliir, hveriir would yield forms
such as himinr, stoulr, hverr, and these outputs would be subject to other
rules.

In addition, given the assumption of underlyingly /[iir/, we would require
arule to delete the vowel from the suffix when the preceding stem ends in
a vowel. This rule would allow us to account for forms such as mour, laiknir
and hirdir, from assumed mou-iir, laikni-iir and hirdi-iir. Deletion of a vowel
after another vowel is not implausible, so we might postulate the following
rule.

31) Vo0V _

However, this is too general, since u can be preceded by other vowels — cf.
mour, skougiir, magaull. This particular statement of the rule makes a pre-
diction that certain kinds of phonetic sequences should not occur, and
that prediction is wrong.

Our rule went wrong in that it does not distinguish supposed vowel
combinations which would be created by concatenation of morphemes
(these sequences do undergo reduction) from diphthongs which are con-
tained wholely within a single morpheme (which do not undergo reduc-
tion). We could attempt to overcome this shortcoming by specifically
requiring that the two vowels be in separate morphemes, as indicated in
the following rule.

(32) Vo>0@|V+ _

Even this restriction is insufficient, since it does not explain why the
supposed suffix vowel in [laikni-iir/ and /hirdi-iir| deletes, but in the nom-
inative, accusative, and dative plural, the vowels of the suffix -ar, -a and -iim
are not deleted (cf. laiknar, hirdar, laikna, hirda, laikniim, hirdiim): rather, the
vowel of the stem deletes. Particularly troublesome for the hypothesis that
the nominative singular suffix is [iir] is the fact that the dative plural suf-
fix -iim acts so differently. These problems could be remedied by requiring
the vowel which deletes to be ii, and by deleting ii only before r.

83) i—>0|V+ _r

In lieu of a competing hypothesis, it is difficult to judge the correctness of
this rule, but given the very specific information needed in this rule to
make it work, you should be suspicious of the rule. The general idea of
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vowel deletion after a vowel or before a vowel is reasonable, but if you pay
attention to which vowel deletes and when it deletes, the vowel deletion
approach is not promising.

At this point, we are so thoroughly suspicious of the hypothesis of
underlying [iir/ that we have a reason to look for an alternative hypothe-
sis, to see if different assumptions about underlying forms simplify the
description. The competing hypothesis that the suffix is [r/ requires an
epenthesis rule to insert ii before r when a consonant precedes.

+syl

+hi —syl
34 i/C__r# = C #
(34) ©—1/C_rx (=) 0= +rd /_L-son}

—bk

This rule does not apply to /morgiin-r/, since we have [morgiinn| and not
“[morgtiniir], but that fact does not have to be directly stated in the
epenthesis rule. The explanation is straightforward: another rule elimi-
nates underlying /nr#/, giving [nn] instead: rule ordering matters. Given
the generality of the epenthesis rule versus the highly specific nature of
the ii-deletion rule, we reject the ii-deletion hypothesis: therefore the
underlying form of the nominative singular must be [r/.

Vowel deletion. Now that we understand that the nominative singular
suffix is [r/, and ii which appears before it is actually epenthetic, we turn
to vowel-plus-vowel sequences. The stems lakni, hirdi and mou end in vow-
els or diphthongs, and when a vowel-initial suffix comes after the stem, a
vowel is deleted. Examples are repeated below, this time including in
parentheses the underlying vowel which is deleted.

(85) laikn(i)i hird(i)i mou-(i) dat sg
laikn(i)-ar hird(i)-ar mou-ar nom pl
laikn(i)-a hird(i)-a mou-a acc pl
laikn(i)-im hird(i)-im mou-im dat pl
‘doctor’ ‘herd’ ‘peat’

The simple generalization is that the vowel i deletes before or after anoth-
er vowel between morphemes (in an example such as [laikni] from
[laikni+i/, we cannot tell which i is deleted). Thus we may posit the fol-
lowing rule.

(36) i—>o/{v++; }

Sonorant clusters withr. Two other rules are required which affect C+r
sequences. One assimilates [r/ to a preceding /1] or [n/. The question arises,

This can be written
i— @% _+V. The
symbol [%] is the
mirrorimage nota-
tion meaning "before
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E Recall the use of
Greek-letter variables
for formulating
assimilation rules,
discussed in chapter
6. This rule states
that /r/ takes on the
same values for
lateral and nasal as
found in the pre-
ceding consonant. .

.
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are (1) and /n/, excluding [r/, a natural class? The consonants [l/ and /n/ have
in common the properties of being coronal sonorants, but so does /r/.
The consonant [r/ is [—nasal|, but so is [l/; [/ is [—lateral|, but so is [n/. Thus,
feature theory says that it would be impossible to refer to the class of con-
sonants /l,n/ excluding [r/. But it is not necessary to explicitly state the
assimilation rule so that it only applies after /1, n/, since [r| deletes after
another [r/ anyhow. In other words, we need the following rule:

B7) r—>0[r_

The sonorant-assimilation rule can therefore be stated generally as:

+sonorant
(38 o { alateral } +coronal |
Bnasal alateral

Bnasal

This rule change [Ir/ into [11], /nr/ into [nn] and vacuously changes /rr/ into
[rr]: the independent process of r-deletion will still simplify the resulting
sequence of ’s.

Syncope. The next problem which we will take on is the vowel ~ @
alternation found for example in [himin] ~ [himni]. Not all stems par-
ticipate in this alternation, so we do find the alternation in the stems
akiir, galdiir, himin, hamat, morgun, yékiil and @iimal but not hest, hatt, heim,
garo, groiit, skoug, mou, stoul, hver, byour, magaul (we will consider [laikni/
and /hirdi/ later). A simple generalization determines which stems alter-
nate: only single vowels outside the initial syllable are subject to the
alternation.

Now we must ask under what circumstances the vowel deletes. Taking
/himin/ as representative, we can list the contexts:

(39) CVCVC stem himin-n (nom sg), himin (acc sg), himin-s (gen sg)

CVCC stem himn-i (dat sg), himn-ar (nom pl), himn-a (acc pl),
himn-im (dat pl)

In other words, there is no vowel before a vowel-initial suffix.
Having isolated the context in which a vowel is deleted, we can offer a
phonological rule of vowel syncope.

(40) V. —->0[|VC,_CV
[—long]

t-umlaut. This now leaves us with the problem of the alternation between
[a] and [8]. In looking for a context where this vowel change happens, we note
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that it takes place before the dative plural suffix -iim, which underlyingly
has the front round vowel [ii], and thus the rule involves an assimilation
in roundness and backness.
c { —backD
% +rd

It is evident, given examples such as [hattiir] from [hattr/, that the vowel [ii]
inserted by ii-epenthesis does not trigger this rule, which can be explained
by ordering the rule of round-harmony (41) before ii-insertion (34).

—back} /

(41) a—>06/_Cyi (a_)[-i-rd

i-deletion. The final fact to be explained is that while the dative singu-
lar suffix is -i, the dative singular of the stems akiir, hver, byour, galdiir is
identical to the stem - the vowel i is missing. This can be accounted for by
a rule deleting i after r.

(42) i—>0O[r _#

Reconsidering [akiir/. We are nearly finished with our analysis of
Icelandic phonology, but one area of data needs further consideration.
We assumed the underlying representations of the words for ‘field’ and
‘magic’ to be [akiir/ and /galdiir/, based on the fact that that is how they
appear phonetically in the accusative singular, and this form has gener-
ally been a good diagnostic of the underlying representation. However,
there is a problem with assuming underlying /akiir/ and [galdiir/, that the
rule of rounding assimilation (41) would be expected to apply in these
forms, giving incorrect “¢kiit, “0kiirs. This problem can be resolved by mod-
ifying our assumption about the underlying form, since we already have
a rule which inserts ii before r - a rule which applies after rounding
assimilation (epenthetic ii does not trigger rounding). Therefore, we
change our assumption about underlying forms to /akr/ and /galdr/. This
entails a small change in the way that we formalize the rule of epenthe-
sis, since that rule, as presently stated, only inserts ii before r which is in
word-final position, and yet we also want to be able to insert ii before r
which stands before another consonant, in order to explain [akr-s/ —
|[akdrs].

43) @ —>1/C _r{C#)

Commonly, the expression {C,#} indicates syllable structure: the rule pre-
vents Cr at the end of a syllable.

7.4 Modern Hebrew

The next case study comes from a set of alternations in the conjugation of
verbs in a certain derivational class in Modern Hebrew.

These data are from .
a nonstandard
dialect that has pha-
ryngeals which were
lost in the standard
dialect, either being
deleted (in the case
of §) or changed to x
(in the case of h).

.
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7.4.1 The data
The goal of this problem is to determine the underlying representations
of the verbal prefix and the stems, as well as whatever rules are needed to
account for these phonological alternations. In some cases, a related word
is provided in order to clarify aspects of the underlying stem. The data to
be accounted for are in (44).

(44)
1sg

itparnasti
itparsamti

idbalbalti
idgalgalti
ithamakti
itlabasti
idbadarti
idgarasti
itpalalti
itxamamti
itmotati
it?osasti
idbodati

istaparti

istarakti
iStaparti
it‘talamti

izdakanti
izdarasti
itamamti

idardarti
itpatahti

idgalahti

itnat’ahti
iStagati

itparati

itmaleti
itpaleti

itnaseti

2sg masc

itparnes
itparsem

idbalbel
idgalgel
ithamek
itlabes
idbader
idgares
itpalel
itxamem
itmotet
it?oses
idboded

istaper

istarek
iStaper
it’talem

izdaken
izdarez
itamem

idarder
itpateah
idgaleah
itnat’eah
iStagea

itparea

itmale
itpale

itnase

3sg fem.

itparnesu
itparsemu

idbalbelu
idgalgelu
ithamku
itlapsu
idbadru
idgarsu
itpalelu
itxamemu
itmotetu
it?osesu
idbodedu

istapru

istarku
iStapru
it'talmu

izdaknu
izdarzu
itamemu

idarderu
itpathu
idgalhu
itnat’hu
iStagfu

itparfu

itmal?u
itpal?u

itnas?u

Related

word
‘earn’
‘become
famous’
‘be confused’
‘revolve’
‘turn away’
‘get dressed’
‘make fun’
‘divorce’
‘pray’
‘warm’
‘quake’
‘recover’
‘seclude
oneself’
‘geta sapar
haircut’
‘comb hair’ ma-srek
‘improve’ Sipur
‘have photo talem
taken’
‘age’ zaken
‘hurry’ zariz
‘feign tamim
innocence’
‘decline’ dirdur
‘develop’
‘shave’
‘argue’
‘become
mad
‘cause
disorder’
‘become full’
‘become

surprised’
‘feel superior’

7.4.2 Morphological analysis
Each of these verbs verb has a prefix which is either [it/ or [id/, and the prefix
transparently surfaces as one of these two variants in most examples. The

‘barber’

‘comb’
‘improvement’
‘photographer’

‘old’
‘alert’

‘innocent’

‘rolling’



Doing an analysis

193

first-person-singular form is marked with a suffix -ti, the third-singular fem-
inine has the suffix -u, and the second-singular masculine has no suffix. The
vowel in the second stem syllable is underlyingly the same for all verbs: this
fact is not entirely obvious from these data but is made obvious by a more
extensive analysis of the morphological structure of words in the language.
An analysis of the phonological factors surrounding the second vowel will
show that these surface variants can be derived from one particular under-
lying vowel. Derivationally related words, such as the root underlying
istaparti ‘improve’ and sipur ‘improvement,” have in common a set of con-
sonants, but their vowels differ (vowel changes are a means of indicating
derivational relations in Semitic languages, which we will not be concerned
with).

7.4.3 Phonological alternations

Voicing assimilation. As for the choice between an underlying voiced
or voiceless consonant in the prefix, scanning the data reveals that a
voiced consonant appears before voiced obstruents and a voiceless con-
sonant appears before voiceless obstruents and sonorants. Since sono-
rants are phonetically voiced, it is clear that there is no natural context
for deriving the voiceless consonant [t], so we assume that the prefix is
underlyingly [it|. Before a voiced obstruent, a voiceless obstruent
becomes voiced.

(45) [—sonorant] — [+voice]/ _ C
{ fson}
+voi

Alternations inV,. The second vowel of the stem has three phonetic vari-
ants: [a] as in itparnasti, [e] as in itparnes, and @ as in idbadru (cf. idbader).
Deletion of the second stem vowel only takes place before the suffix -u, so
we will first attempt to decide when the vowel is deleted. A partial speci-
fication of the context for vowel deletion is before C+V, which explains
why the first- and second-person-singular masculine forms (with the
suffixes -ti and -@) do not undergo vowel deletion. The next step in deter-
mining when a vowel is deleted is to sort the examples into two groups:
those with vowel deletion and those with no vowel deletion. In the fol-
lowing examples, the site of vowel deletion (or its lack) is marked with an
underscore.

(46) Vowel deletion

itham_ku itlap_su idbad_ru
idgar_su istap_ru istar_ku
iStap_ru it'tal_mu izdak_nu
izdar_zu itmal ?u itpal_?u
itnas_?u itpat_hu idgal_hu

itnat’_hu iStag_Su itpar_Su
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No vowel deletion

itparnesu itparsemu idbalbelu
idgalgelu idarderu itpalelu
itxamemu itmotetu it?osesu
idbodedu itamemu

Based on this grouping, we discover a vowel is deleted when it is preceded
by just a single consonant; if two consonants precede the vowel, there is
no deletion.

However, it is not always the case that a vowel deletes after a single con-
sonant, so our rule cannot simply look for one versus two consonants.
There are cases such as it?0sesu where there is no vowel deletion, despite
the fact that there is only a single consonant before the vowel. Inspecting
all of those examples, we discover that the consonants preceding and fol-
lowing the vowel are the same, and in every case where a vowel is deleted,
the preceding and following consonants are different. Thus, a vowel
deletes only if it is preceded by a single consonant, and that consonant
must be different from the consonant that follows the vowel (which is
indicated informally as “C; ... C;” in the rule).

(47) e—=>0|VGC _GV

At this point, we now clearly recognize this process as a kind of syncope,
a phonological rule which we have encountered many times before.

Closed syllable lowering. Now we turn to the alternation between |[a]
and [e]. Concentrating on the first set of examples in the dataset, we find
[a] before CC (itparnasti), and [e] before C# or CV (itparnes, itparnesu).
Assuming that this distribution is generally valid, we would therefore
posit the following rule to derive [a] from /e/.

(48) e—a/_CC

An attempt to derive [e] from underlying [a/ runs into the difficulty that
the context “when followed by C# or CV” is not a coherent context, but is
just a set of two partially related contexts. This motivates the decision to
select underlying [e/.

In four examples, the second stem vowel [e| appears as [a] before a single
consonant, namely the first-person-singular forms itmotati, idbodati, istagati
and itparati. These examples fall into two distinct subgroups, as shown by
looking at their underlying stems, which is revealed in the third-singular
feminine forms (itmotet-u, idboded-u and istagfu, itparfu). In the first two
examples the stems underlyingly end in a coronal stop t or d, and in the sec-
ond two examples the stems underlyingly end in the voiced pharyngeal .
At the underlying level, the second stem vowel is followed by two conso-
nants (/itmotetti/, [itbodedti/, [iStageSti/ and [itpare§ti/). Surface [a] is
explained on the basis of the underlying consonant cluster - it must sim-
ply be assured that the rules simplifying these clusters apply after (48).
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In the first two examples (itmotati and idbodati from [itmotat-ti/ and
/idbodad-ti/) combination of the first-singular suffix with the root would
(after assimilation of voicing) be expected to result in “itmotatti and “idbo-
datti. In fact, the data provide no examples of geminate consonants, and
where geminates might have been created by vowel syncope in idbodedu,
syncope is blocked. Thus, the language seems to be pursuing a strategy of
avoiding the creation of geminate consonants. We can account for this
simplification of consonant clusters by the following rule.

(49) - ¢/_ or CC—C
d d

This rule also explains itamem and idarder, where the stem begins with [t/
or [d/. The underlying forms would be [it-tamem/ and [it-darder/: the sur-
face form with a single consonant reflects the application of this conso-
nant-degemination process.

Stems with final pharyngeals and laryngeals. The vowel quality of
[Sage§[ and [pare$/ will be left aside temporarily. We thus turn to the stems
represented in itpatahti, idgalahti and itnat’ahti. What is problematic about
these stems is the appearance of [ea] when no suffix is added, viz. itpateah,
idgaleah and itnat’eah. Assuming the underlying forms to be itpateh, idgaleh
and itnat’eh (selecting [e/ as the second vowel, analogous to itparnes, itlabes
and idboded) we would need a rule inserting the vowel [a]. These stems have
in common that their final consonant is the pharyngeal [h], suggesting a
rule along the following lines.

(50) @ —aje_h

Why does this rule only apply in the suffixless second-singular masculine
form? When the stem is followed by -u ([itpatehu/ — [itpathu]) the vowel e/
is deleted by the syncope rule, so there is no vowel before h. Syncope does
not apply before the suffix -ti in [itpatehti] — [itpatahti] but there is still
no epenthetic vowel. The reason is that underlying e/ changes to [a] by
rule (48), before a cluster of consonants. Since that rule changes [e/ to a
but (50) applies after e, prior application of (50) deprives vowel insertion of
a chance to apply.

Now returning to the stems sage{ and pare§, we can see that this same
process of vowel insertion applies in these stems in the second-singular
masculine. Starting from /iStage$/ and [itpare?/, vowel epenthesis obvi-
ously applies to give intermediate istagea and itparea§. This argues that
the epenthesis rule should be generalized so that both of the pharyngeal
consonants trigger the process.

(51) 9—> V Je_ C
[+1low] [+1ow]
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The forms derived by (51) are close to the actual forms, which lack the con-
sonant {, and with an appropriate consonant deletion rule we can finish
the derivation of these forms. To formalize this rule, we need to deter-
mine where the consonant § appears in the language: our data indicate
that it appears only before a vowel, never before a consonant or at the end
of a word (which is to say it never appears at the end of a syllable).
Knowing this generalization, we posit the following rule.

(52) Y>>0 _ {C#)} (=) 10/ _.
No further rules are needed to account for this set of examples. In istagati
and itparati, from istage§ti and itpare §ti, there is no epenthetic vowel. This
is predicted by our analysis, since these verbs must undergo the rule low-
ering [e/ to [a] before CC, and, as we have just argued, vowel lowering pre-
cedes vowel epenthesis (thus preventing epenthesis from applying). In this
respect, istagati and itparati are parallel to itpateah, idgaleah, and itnat’eah.
The nonparallelism derives from the fact that syllable-final {is deleted, so
predicted “istaga ti and “itpara §ti are realized as istagati and itparati thanks
to this deletion.

The final set of verb stems typified by the verb itmaleti ~ itmale ~
itmal ?u exbibit a glottal stop in some contexts and @ in other contexts.
The two most obvious hypotheses regarding underlying form are that the
stem is /male/, or else /male?/. It is difficult to decide between these pos-
sibilities, so we will explore both. Suppose, first, that these stems end in
glottal stop. In that case, we need a rule deleting glottal stop syllable-
finally - a similar rule was required to delete the consonant 7. A crucial
difference between stems ending in ? and stems presumably ending in ?
is that the stem vowel [e/ does not lower to [a] before -ti in the latter set.
Thus, deletion of ? would have to be governed by a different rule than
deletion of 7, since r-deletion precedes lowering and 7-deletion follows
lowering.

An alternative possibility that we want to consider is that these stems
really end in a vowel, not a glottal stop. Assuming this, surface [itpaleti]
would simply reflect concatenation of the stem [pale/ with the suffix, and
no phonological rule would apply. The problem is that we would also need
to explain why the rule of syncope does not apply to [itpaleti], since the
phonetic context for that rule is found here. The glottal-final hypothesis
can explain failure of syncope rather easily, by ordering glottal stop dele-
tion after syncope — when syncope applies, the form is [itpale?ti/, where
the consonant cluster blocks syncope.

Metathesis. The last point regarding the Hebrew data is the position of
t in the prefix. The consonant of the prefix actually appears after the first
consonant of the stem in the following examples.

(53) istaparti ‘get a haircut’ istarakti ‘comb hair’
iStaparti ‘improve’ it’talamti ‘have photo taken’

izdakanti ‘age izdarasti ‘hurry’
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We would have expected forms such as [itsaparti], [itSaparti], [itt’alamti] by
just prefixing it- to the stem. A metathesis rule is therefore needed which
moves t after the stem-initial consonant. What makes this group of con-
sonants - [s, §, t%, z] - a natural class is that they are all and the only stri-
dent coronals. We can thus formalize this rule as follows: a coronal stop
followed by a coronal strident switch order.

{ +cor H+cor } [-i—cor H-ﬁ-cor }

(54) > )

—cont || +strid +strid || —cont

The ordering of this metathesis rule with respect to the voicing assimila-
tion rule is crucial. Given underlying [it-zakanti/, you might attempt to
apply metathesis first, which would yield iztakanti, where voiceless t is
placed after stem-initial z. The voicing assimilation rule (in a general form,
applying between all obstruents) might apply to yield “istakanti. So if
metathesis applies before voicing assimilation, we will derive an incorrect
result, either “iztakanti if there is no voicing assimilation (assuming that
the rule only turns voiceless consonants into voiced ones) or “istakanti if
there is voicing assimilation. However, we will derive the correct output if
we apply voicing assimilation first: [itzakanti] becomes idzakanti, which

surfaces as [izdakanti] by metathesis. With this ordering, we have com-
pleted our analysis of Modern Hebrew phonology.

1.5 Japanese

The analysis of phonological alternations found in connection with the
conjugation of verbs in Japanese provides our final illustration of
the kinds of issues that must be considered in coming up with appro-
priate rules and underlying representations. In solving this problem, it
is particularly important to make the correct assumptions about under-
lying representations, since the selection of underlying forms goes
hand in hand with stating the rules correctly.

7.5.1 The data

The relevant data are given in (55).

(55)  Present  Negative Volitional ~ Past Inchoative
neru nenai netai neta neyo: ‘sleep’
miru minai mitai mita miyo: ‘see’
Sinu Sinanai Sinitai Sinda $ino: ‘die’
yomu yomanai  yomitai yonda yomo: ‘read’
yobu yobanai yobitai yonda yobo: ‘call’
kat’u katanai kacitai katta kato: ‘win’
kasu kasanai kaSitai kasita kaso: ‘lend’
waku wakanai wakitai waita wako: ‘boil’
tugu t*'uganai tiugitai tfuida tugo: ‘pour’
karu karanai karitai katta karo: ‘shear’

kau kawanai kaitai katta kao: ‘buy
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7.5.2 Morphological analysis

We could make an initial guess regarding suffixes, which leads to the fol-
lowing hypotheses: -u = “present,” -nai = “negative,” -tai = “volitional,”
-ta = “past” and -yo: = “inchoative”: that analysis seems reasonable given
the first two verbs in the data. We might also surmise that the root is
whatever the present-tense form is without the present ending, i.e. under-
lying ner, mir, sin, yom, yob, kat’, kas, wak, t'ug, kar and ka. In lieu of the appli-
cation of a phonological rule, the surface form of a word should simply be
whatever we hypothesize the underlying form of the root to be, plus the
underlying form of added affixes. Therefore, given our preliminary theo-
ry of roots and suffixes in Japanese, we predict the following surface
forms, with hyphens inserted between morphemes to make the division of
words into roots and suffixes clear: it is important to understand the lit-
eral predictions of your analysis, and to compare them with the observed
facts.

(56) Predicted surface forms

Present Negative Volitional Past Inchoative
ner-u ner-nai ner-tai ner-ta ner-yo:
mir-u mir-nai mir-tai mir-ta mir-yo:
Sin-u Sin-nai Sin-tai Sin-ta Sin-yo:
yom-u yom-nai yom-tai yom-ta yom-yo:
yob-u yob-nai yob-tai yob-ta yob-yo:
kat*-u kat*-nai kat*-tai kat*-ta kat*yo:
kas-u kas-nai kas-tai kas-ta kas-yo:
wak-u wak-nai wak-tai wak-ta wak-yo:
tug-u t'ug-nai tug-tai tlug-ta tfug-yo:
kar-u kar-nai kar-tai kar-ta kar-yo:
ka-u ka-nai ka-tai ka-ta ka-yo:

The forms which are correct as is are underlined: as we can see, all of the
present-tense forms are correct, and none of the others is. It is no surprise
that the present-tense forms are correct, since we decided that the under-
lying form of the root is whatever we find in the present tense minus the
vowel -u. It is possible, but unlikely, that every other word undergoes some
phonological rule.

Changing our hypothesis. Since our first guess about underlying forms
is highly suspect, we should consider alternative hypotheses. Quite often,
the cause of analytic problems is incorrect underlying forms. One place to
consider revising the assumptions about underlying representations
would be those of the affixes. It was assumed - largely on the basis of the
first two forms nenai and minai — that the negative suffix is underlyingly
-nai. However, in most of the examples, this apparent suffix is preceded by
the vowel a (sinanai, yomanai, yobanai and so on), which suggests the alter-
native possibility that the negative suffix is really -anai. Similarly, the
decision that the volitional suffix is underlyingly -tai was justified based
on the fact that it appears as -tai in the first two examples; however, the
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suffix is otherwise always preceded by the vowel i (Sinitai, yomitai, yobitai,
and so on), so this vowel might analogously be part of the suffix.

One fact strongly suggests that the initial hypothesis about the under-
lying forms of suffixes was incorrect. The past-tense suffix, which we also
assumed to be -ta, behaves very differently from the volitional suffix, and
thus we have Sinitai versus sinda, yomitai versus yonda, kacitai versus katta,
karitai versus katta (there are similarities such as kasitai and kasita which
must also be accounted for). It is quite unlikely that we can account for
these very different phonological patterns by reasonable phonological
rules if we assume that the volitional and past-tense suffixes differ solely
by the presence of final i.

It is this realization, that there is a thorough divergence between the
past-tense and volitional suffixes in terms of how they act phonologically,
that provides the key to identifying the right underlying forms. Given how
similar these two suffixes are in surface forms, -(i)tai vs. -(i)ta, but how
differently they behave phonologically, they must have quite different
underlying forms. Since the past-tense suffix rarely has a vowel and the
volitional suffix usually does, we modify our hypothesis so that the voli-
tional is [-itai/ and the past tense is [ta/. Because the negative acts very
muct like the volitional in terms of where it has a vowel, we also adopt the
alternative that the negative is [anai/.

These changed assumptions about underlying representations of suf-
fixes yield a significant improvement in the accuracy of our predicted sur-
face forms, as indicated in (57), with correct surface forms underlined.

(57) Modified predicted surface forms

Present Negative Volitional Past Inchoative
ner-u ner-anai ner-itai ner-ta ner-yo:
mir-u mir-anai mir-itai mir-ta mir-yo:
Sin-u Sin-anai Sin-itai Sin-ta Sin-yo:
om-u yom-anai yom-itai yom-ta yom-yo:
ob-u yob-anai yob-itai yob-ta yob-yo:
kat-u kat®anai kat*itai kat*-ta kat*yo:
kas-u kas-anai kas-itai kas-ta kas-yo:
wak-u wak-anai wak-itai wak-ta wak-yo:
t'ug-u t*ug-anai t*ug-itai tiug-ta t'ug-yo:
kar-u kar-anai kar-itai kar-ta kar-yo:
ka-u ka-anai ka-itai ka-ta ka-yo:

Implicitly, we know that forms such as predicted “[kat’anai] (for [katanail)
and "[kas-itai] (for [kasitai]) must be explained, either with other changes
in underlying forms, or by hypothesizing rules.

We will consider one further significant modification of the underlying
representations, inspired by the success that resulted from changing our
assumptions about -itai and -anai, in reducing the degree to which under-
lying and surface forms differ. The original and dubious decision to treat
these suffixes as tai and nai was influenced by the fact that that is how
they appear with the first two verbs. It is also possible that our initial
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hypothesis about the underlying form of these two verb roots was incor-
rect. There is good reason to believe that those assumptions were indeed
also incorrect. Compare the surface form of the three verbs in our dataset
which, by hypothesis, have roots ending in r.

(58) Present Negative Volitional Past Inchoative
ner-u ne-nai ne-tai ne-ta ne-yo: ‘sleep’
mir-u mi-nai mi-tai mi-ta mi-yo: ‘see’
karu kar-anai kar-itai katt-a kar-o: ‘shear’

Clearly, the supposed roots /ner/ and /mir/ act quite differently from [kar/.
The consonant r surfaces in most of the surface forms of the verb mean-
ing ‘shear,” whereas r only appears in verbs ‘sleep’ and ‘see’ in the present
tense. In other words, there is little reason to believe that the first two
roots are really /ner/ and /mir/, rather than /ne/ and /mi/: in contrast, there
seems to be a much stronger basis for saying that the word for ‘shear’ is
underlyingly /kar|/. Now suppose we change our assumption about these
two verbs, and assume that /ne/ and /mi/ end in vowels.

(59) Modified predicted surface forms

Present Negative Volitional Past Inchoative
ne-u ne-anai ne-itai ne-ta ne-yo:
mi-u mi-anai mi-itai mi-ta mi-yo:
Sin-u Sin-anai Sin-itai Sin-ta sin-yo:
om-u yom-anai yom-itai yom-ta yom-yo:
ob-u yob-anai yob-itai yob-ta yob-yo:
kat®-u kat*-anai kat*-itai kat*-ta kat*-yo:
kas-u kas-anai kas-itai kas-ta kas-yo:
wak-u wak-anai walk-itai wak-ta wak-yo:
tfug-u t*ug-anai t'ug-itai tiug-ta tfug-yo:
kar-u kar-anai kar-itai kar-ta kar-yo:
kau ka-anai ka-itai ka-ta ka-yo:

In terms of being able to predict the surface forms of verbs without phono-
logical rules, this has resulted in a slight improvement of predictive power
(sometimes involving a shuffling of correct and incorrect columns, where
under the current hypothesis we no longer directly predict the form of
the present tense, but we now can generate the past and inchoative forms
without requiring any further rules). More important is the fact that we
now have a principled basis, in terms of different types of underlying
forms, for predicting the different behavior of the verbs which have the
present tense neru, miru versus karu, which are in the first two cases actu-
ally vowel-final roots, in contrast to a consonant-final root.

7.5.3 Phonological rules

Since we have made reasonable progress in solving the problem of under-
lying forms, we will attempt to discover phonological rules which explain
remaining differences between underlying and surface forms - though it
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always remains possible that we will need to change our assumed under-
lying forms, as our analysis progresses. The approach to take is to look at
forms which are still not completely explained, and construct hypotheses
to account for these forms: what new rules are needed to get from the
underlying to surface forms. One useful way to approach this is to look for
columns or rows of data where similar things seem to be happening. The
incorrectly predicted forms are re-listed below, this time excluding the
forms which are already explained, with information about the nature of
the problem added. If a segment is predicted but does not actually sur-
face, that segment is placed in parentheses; if there is a segment which
appears in the surface form but which does not appear to be present in
the underlying form, the segment is placed in square brackets; segments
whose phonetic quality differs from the predicted quality are italicized.

(60)  Present  Negative Volitional ~ Past Inchoative
ne(rju ne(a)nai ne(i)tai ‘sleep’
mi[rju  mi(a)nai mi(i)tai ‘see’
Sinta sin(y)o: ‘die’
yomta yom(y)o: ‘read’
yobta yob(y)o: ‘call’
kat’anai kat'ta kat’(y)o: ‘win’
kasitai kaslilta  kas(y)o: ‘lend’
wakta wak(y)o: ‘boil’
tugta tug(y)o: ‘pour’
karta kar(y)o: ‘shear’
ka(w)anai ka[t]ta ka(y)o: ‘buy’

The glide in the inchoative. In order to explain most of the problems
which arise with the inchoative form, we will consider the possibility that
there is a rule deleting consonants after consonants, since that is the nature
of the problem with the inchoative column. Such a consonant deletion can-
not be totally general, i.e. deleting any consonant after any other consonant,
since, as is evident in the past tense column, the consonant clusters [tt] and
[nd] are possible in the language. Nevertheless, these two clusters are a
rather restricted subset of the imaginable two-consonant combinations
which can be formed from the consonants of the language, and this is a
good indication that there may be some process deleting a consonant after
another consonant. Thus we might assume a rule deleting the glide y after a
consonant.

—cons
—back

(61) { } —0/C__

The postulation of any such rule immediately makes a prediction about
possible surface forms: there should be no sequences of consonant plus
glide in the data. Since there are none in the data at hand, our hypothesis
has passed an important test. Armed with this rule, we have accounted for
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a very large chunk of otherwise problematic examples in (60) - all of the
inchoative forms except for kao: ‘buy,’ where the glide deletes but there
seems to be no consonant which would condition deletion of the glide.

Vowel deletion. Another area where some success is possible in recon-
ciling underlying and surface forms by focusing on possible segment
sequences is with the verbs ‘sleep’ and ‘see.” The difference between the
predicted (“neanai, *mianai; *neitai, “miitai) and actual forms (nenai, minai;
netai, mitai) of the negative and volitional forms is that the actual forms
lack the suffix vowel. In the predicted forms, we find a sequence of vowels,
whereas in the actual form, only the first of those vowels is found. This rais-
es the question whether we might postulate a rule deleting a vowel after
another vowel. In positing such a rule, we want to consider what V-V
sequences are found in the data. The sequence [ai] exists in the volitional
and negative suffixes, and in past tense waita; also [ui] in the past of the
word for ‘pour’; also the sequences [ao:] and [au] in the verb ‘buy.’ We do
not find sequences of vowels with the front vowels [e] or [i] plus a vowel ([ia],
[ii], [ea] and [ei]). Therefore, we posit the following rule of vowel deletion.

+syl }
—back |

(62) V—>®/{

This resolves many problematic forms of the word for ‘sleep’ and ‘die’,
such as the change [ne-itai/ — [netai], but there are still examples that we
cannot explain. In the present tense, we find [neru] and [miru], which we
presume derives from [ne-u/ and /mi-u/. The vowel deletion rule (62)
should apply to these underlying forms, resulting in incorrect “[ne| and
“[mi]. We might try to resolve this by assuming that the vowel [u] cannot
be deleted by (62) — we would then need to restrict the rule to exclude
round vowels from deletion. Alternatively, [u/ fails to be deleted in /ne-u/,
perhaps a consonant is inserted thereby eliminating the cluster of vowels.

+syl
sy’ }_V

(63) @—)r/{ oack

Armed with these new rules, we will have actually accounted for all forms
of the verbs ‘sleep’ and ‘see.’

Nasal + consonant. The remaining problems have been reduced to a
very small set. A comparison of presumed underlying and surface past
forms is given below.

(64) [Sinta/ [Sinda] |yomta/ [yonda]
[yobta/ [yonda] [kat’ta/ [katta]
[kasta/ [kasita] |wakta/ [waita]
[tugta/ [t*uida] [karta/ [katta]
/

kata/ [katta]
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The problem posed by the past-tense form is that by combining the root
with the suffix -ta, underlying clusters of consonants would be created,
but there are very severe restrictions on what consonant clusters exist in
Japanese. The simplest problem is that presented by [Sinda] from [Sinta/,
where [t/ becomes voiced after a nasal. A process of postnasal voicing is
rather common in the languages of the world, so we may hypothesize that
there is such a process in Japanese.

(65) C— [+voice] [ [+nasal] _

The data further suggest that the rule applies in other examples, since we
see that in the past tense [yonda] of the roots [yom/ and [yob/, the final
consonant of the root is a nasal on the surface, and [t/ becomes voiced.

We account for the stems [yob/ and [yom/ by noting that the final con-
sonant in these roots becomes [n], which is part of the change from the
nonexistent sequences /mt/ and [bt/ to the actually occurring [nd]. Thus,
these consonants become [n] before [t/ (and subsequently, [t/ voices after
the derived [n]).

+ 1
corona } c

- 1
(66) [—coronal] — [ +nasal

Although the data only illustrate nasalization before [t/, (66) is stated as
generally as possible, predicting that /k/ or /d/ would nasalize as well.

Watching for contexts where a phenomenon seems to be relevant to
more than one form, we also notice that the surface forms [waita] and
[t*uida] differ from their underlying forms /wakta/ and [t‘'ugta/ by replac-
ing the preconsonantal velar with the vowel [i], suggesting a vocalization
rule such as the following.

(67) C A
[+high] — [-back] | _ C

This rule accounts for [waita], and almost accounts for [t*uida]: but we
still need to explain why the suffix consonant is voiced. The underlying
representation itself provides a reason for this voicing, since, underlying-
ly, [t/ is preceded by a voiced consonant in [t*'ugta/. We know that [t/ voic-
es in another context, after a nasal, so we could account for voicing in
[t*uida] by restating the rule so that it applies not just after nasals (which
are voiced), but after all voiced consonants. By applying the voicing rule
which is sensitive to underlying consonant voicing before the velar-
vocalization rule, we can explain the opaque surface difference, [waita]
versus [t*uida], as deriving from the voicing of the consonant which pre-
cedes it underlyingly. We also want to be sure to apply rule (67) before rule
(66), given the way we have formulated these rules. We did not explicitly
restrict (66), which changes noncoronals to [n| before a consonant, to
applying only to labials. Therefore, the more specific rule (67) must apply
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first, otherwise velars would also be incorrectly turned into [n] before a
consonant.

7.5.4 Taking stock

We should review the analysis to be sure there are no loose ends. We have
six rules - y-deletion, vowel deletion, r-insertion, consonant voicing, velar
vocalization, and labial nasalization - which, given our assumptions
regarding roots and suffixes, account for most of the forms in the dataset.
It is important to recheck the full dataset against our rules, to be certain
that our analysis does handle all of the data. A few forms remain which
we cannot fully explain.

The forms which we have not yet explained are the following. First, we
have not explained the variation in the root-final consonant seen in the
verb meaning ‘win’ (kat™u, kat-anai, kac-itai, kat-ta, kat-o:). Second, we have not
accounted for the variation between s and s'in the verb ‘shear,” nor have we
explained the presence of the vowel [i] in the past tense of this verb. Finally,
in the verb ‘buy’ we have not explained the presence of [w] in the negative,
the appearance of a second [t] in the past-tense form, and we have not
explained why in the inchoative form [kao:] the suffix consonant y deletes.

Correcting the final consonant. The first problem to tackle is the varia-
tion in the final consonant of the verb ‘win’. Looking at the correlation
between the phonetic realization of the consonant and the following
segment, we see that [t’] appears before [u], [¢] appears before [i], and [t]
appears elsewhere. It was a mistake to assume that the underlying form
of this root contains the consonant [t[; instead, we will assume that the
underlying consonant is [t/ (so nothing more needs to be said about the
surface forms kat-anai, kat-ta, and kat-o:). Looking more generally at the dis-
tribution of [¢] and [t] in the data, [¢] only appears before [i], and [t*] only
appears before [u], allowing us to posit the following rules.

(68) t—[+del.rel]/ _u

+del.rel
 terioe |
anterior

(69) t— {

Moving to the word for ‘lend’, we find a related problem that [s| appears
as [§] before [i]. This is reminiscent of the process which we assumed turn-
ing t into ¢ before i. In fact, we can decompose the process t — ¢ into two
more basic steps: [t/ becomes an affricate before [i], and s and t' become
alveopalatal [] and [C] before the vowel [i].

i-epenthesis. All that remains to be explained about the word for ‘lend’
is why [i] appears in the past tense, i.e. why does [kasta/ become kasita
(whence [kaSita])? This is simple: we see that [st] does not exist in the
language, and no assimilations turn it into an existing cluster, so [i] is
inserted to separate these two consonants.
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+syl n N
(70) & | +hi /[ cont} 3 { cor }
—bk

r-assimilation and final w. Turning now to the form [katta] ‘shear (past)’
from [kar-ta/, a simple assimilation is needed to explain this form:

(71) t—>GC | _G

The last remaining problems are in the verb ‘buy,’ where we must
explain the extra [t] in [katta], the presence of [w] in [kawanai], and the loss
of y/ in the inchoative form [kao:]. We might explain the form [kawanai]
by a rule of w-insertion inserting w between two occurrences of the vowel
[a]; more puzzling is the form [katta], which we presume derives from
/ka-ta/. It would be very unusual for a consonant to spontaneously double
between vowels. Since there are so many problems associated with this
one root, perhaps the problem lies in our assumptions about the underly-
ing form of this root. Perhaps the w in [kawanai] is part of the root itself.
What would be the benefit of assuming that this root is really [(kaw/? First,
it explains the presence of w in [kawanai]. Second, it provides a basis for
the extra [t] in [katta]: /w/ assimilates to following [t]. Such an assimilation
is implicit in our analysis, namely rule (71) assimilating [r/ to [t]. We can
generalize this rule to applying to both /r/ and /w/, which are oral sono-
rants. Finally, positing underlying /kaw/ helps to resolve the mystery of
why [y| deletes in the inchoative form [kao:], when otherwise [y/ only
deletes when it is preceded by a consonant. If we start with [ka-yo:/ there
is no reason for [y/ to delete, but if we start with [kaw-yo:/, [y/ is underly-
ingly preceded by a consonant [w/, which causes deletion of y, and then
[w] itself is deleted.

The cost of this analysis — a small cost - is that we must explain why [w]
does not appear more widely in the root, specifically, why do we not find
surface [w] in ka-u, ka-itai and ka-o:. The answer lies in the context where
[w] appears: [w] only appears before a low vowel, suggesting the following
rule.

(72) v
w—¢/_[—low]

At this point, we have a complete analysis of the data. The rules (in
shorthand versions) and underlying forms are recapitulated below.

(73) Roots: [ne[ ‘sleep,” /mi/ ‘see,” [Sin/ ‘die,’ [yom/ ‘read,’ [yob/ ‘call,’
/kat/ ‘win,” [kas/ ‘lend,” [wak/ ‘boil,” [t*ug/ ‘pour,” [kar| ‘shear,
[kaw/ ‘buy’
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Suffixes: -u ‘present,’ -anai ‘negative, -itai ‘volitional,” -ta ‘past,” -yo:

‘inchoative’

Rules:

y—>0/|C_ Vo>0/lei_

Q—>rlei_V [round]

bbm—n/_t kg—oil _t

t—>t) _u,i ts—>¢, 8/ _i

O—ils _t Lw—ot]_t

w—0|_V t—d/C _
[—1o] [+voi]

Progress by hypothesis forming and testing. Three important points
have emerged as our analysis developed. First, analysis proceeds step-by-
step, by forming specific hypotheses which we then check against the
data, revising those hypotheses should they prove to be wrong. Second, it
is vital to consider more than one hypothesis: if we had only pursued the
first hypothesis that the roots /ne/, /mi/, [kar/ and /kaw/ were really under-
lying [ner/, /mir/, [kar/ and [ka/, we would never have been able to make
sense of the data. The most important skill that you can bring to the task
of problem-solving is the ability to create and evaluate competing
hypotheses intended to explain some fact. Finally, it is particularly impor-
tant to remember that assumptions about underlying representations go
hand-in-hand with the phonological rules which you postulate for a lan-
guage. When you check your solution, the problem may not be that your
rules are wrong, but that your underlying forms are wrong. By continu-
ously reviewing the analysis, and making sure that the rules work and
your assumptions about underlying forms are consistent, you should
arrive at the stage that no further improvements to the analysis are pos-
sible, given the data available to you.

It might occur to you that there are aspects of the underlying repre-
sentation which could still be questioned. Consider the present-tense
form, which we assumed was [u/. An alternative may be considered: the
suffix might be [ru/. The presence of underlying [r/ in this suffix is
made plausible by the fact that r actually appears in the forms miru, neru.
We assumed that r is epenthetic, but perhaps it is part of the present suf-
fix. That would allow us to eliminate the rule of r-epenthesis which is
needed only to account for [neru] and [miru]. At the same time, we can
also simplify the rule of vowel deletion, by removing the restriction that
only nonround vowels delete after |e] and [i]: we made that assumption
only because [ne-u/ and /mi-u/ apparently did not undergo the process of
vowel deletion.

Any change in assumed underlying forms requires a reconsideration of
those parts of the analysis relevant to that morpheme. We would then
assume the underlying forms /Sin-ru/, [yom-ru/, [kat-ru/, and so on, with
the root-final consonant being followed by |r/. This [r/ must be deleted: but
notice that we already have a rule which, stated in a more general form,
would delete this [r/, namely the rule deleting [y/ after a consonant.
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(74) [+sonor] > @ [C _

If we generalize that rule to apply to any sonorant consonant after a con-
sonant, we eliminate the rule of r-insertion, and generalize the rules
y-deletion and vowel deletion, which results in a better analysis.

Analyzing a complex set of data into a consistent system of underlying
representations and rules requires you to pay attention to details. A
solution to a problem requires that you formulate reasoned hypotheses
and test them against the data. The most important skill needed to test
a hypothesis is that you must apply your rules completely literally. Do
what the rule says must be done, and if that does not give you the cor-
rect result, you must change your underlying representations, rules, or
rule ordering. The ability to conceive of and evaluate multiple hypothe-

ses is one of the most important skills in problem solving.

Exercises

1 Serbo-Croatian
These data from Serbo-Croatian have been simplified in two ways, to make the
problem more manageable. Vowel length is omitted, and some stresses are
omitted. The language has both underlying stresses whose position cannot be
predicted — these are not marked in the transcriptions — and a predictable
“mobile” stress which is assigned by rule — these are the stresses indicated here.
Your analysis should account for how stress is assigned in those words marked
with a rule-governed stress: you should not try to write a rule that predicts
whether a word has a stress assigned by rule versus an underlying stress. Ignore
the stress of words with no stress mark (other parts of the phonology of such
words must be accounted for). Past-tense verbs all have the same general
past-tense suffix, and the difference between masculine, feminine and neuter
past-tense involves the same suffixes as are used to mark gender in adjectives.

Adjectives

Masc Fem Neut Pl

mlad mlada mladd mladi ‘young'
tap tupd tupd tupi ‘blunt’
blag blagd blagd blagi ‘mild’
grub grubd grubd grubf ‘coarse’
béo bela beld bel ‘white'
Veseo vesela veselo veseli ‘gay’
debéo debeld debeld debeli ‘fat’
mio mila mild mili ‘dear’
zelén zelend zeleno zelenf ‘green’
kradén kradena kradend kradenti 'stolen’
dalék daleka daleko daleki ‘far’
visok visokd visoko visoki ‘high’
dubok dubokd dubokd duboki ‘deep’
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krizan krizana krizano krizani ‘cross’
suncan suncana suncano suncani ‘sunny’
svecan svecana svecano svecani ‘formal’
bogat bogata bogato bogati rich’
rapav rapava rapavo rapavi ‘rough’
yasan yasna yasno yasni ‘clear’
vézan vazna vazno vaznf ‘important’
sftan sitnd sitnd sitnf ‘tiny’
ledan ledna ledno ledni ‘frozen’
tanak tanka tankd tanki ‘slim’
kratak kratka kratkod kratki ‘short’
blizak bliska bliskd bliski ‘close’
Uzak uska usko uskf ‘narrow’
débar dobra dobro dobri ‘kind'
ostar ostra ostrd ostri ‘sharp’
bodar bodra bodro bodri ‘alert’
ustao ustala ustalo ustali ‘tired’
mukao mukla mukld mukli 'hoarse’
6bao obld obld obli ‘plump’
pddao podla podlo podli ‘base’
Verbs

1sg pres Masc past fem past Neut past

tepém tépao tepla teplo ‘wander’
skubém skibao skubla skubld ‘tear’
tresém trésao tresla tresld ‘shake’
vezém vézao vezla vezlo ‘lead’

2 Standard Ukrainian

Standard Ukrainian has palatalized and nonpalatalized consonants, but only
nonpalatalized consonants before e. Consonants are generally palatalized
before i, with some apparent exceptions such as bil” ‘ache,” which need not
be seen as exceptions, given the right analysis. Give ordered rules to account
for the alternations of the following nouns. The alternation between o and e
is limited to suffixes. Also for masculine nouns referring to persons, ov/ev is
inserted between the root and the case suffix in the locative singular (see
words for ‘son-in-law," ‘grandfather’). The data are initially ambiguous as to
whether or not the alternations between o and i and between e and / are to
be implemented by the same rule. Consider both possibilities; give an argu-
ment for selecting one of these solutions.

Masculine nouns

Nom sg Dat pl Dat sg Loc sg

zub zubam zubov'i zubYi ‘tooth’

svVit sv¥itam svitov'i svYithi ‘light’

2atf Z’at’am Z'ateV'i Z'atev’i ‘son-in-law’
kosilY kosel’am koselevi kosel’i ‘basket’
zlodViy zlod'iyam zlodiyeVVi zlodiyeVVi ‘thief’
m’is’at® mYis’at¥am mYis'at’ev’i mYis'at®i ‘month’
korovay korovayam korovayeVi korovayi ‘round loaf’
kamYin¥ kamenYam kamenev'i kameni 'stone’

mYid? mYidam mYidevi mYidi ‘copper’
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xIYiw xlYivam
holub holubam
s¥in s'inam
lebYid” lebed’am
sus’id sus’idam
Colovik ColovYikam
lYid ledam
bilY bolYam
riw rovam
stiw stolam
d'id d’idam
Vit [Yotam
mist mostam
vedir vecoram

Neuter nouns

Nom sg Gen sg
tilo tila
koleso kolesa
ozero ozera
selo sela
pole pol’a
slovo slova
more mor’a
3 Somali

xlivovYi
holubov'i
s'inov'i
lebedev'i
sus’idov'i
Colov'ikovi
ledovi
bolev'i
rovov’i
stolovYi
d’idov'i
[Yotov'i
mostov'i
vecorov'i

Dat sg
tilu
kolesu
ozeru
selu
pol'u
slovu
mor’u

XlVivi
holubYi
s'inov'i
lebedi
sus’idov'i
Colovikovi
led’i

boli

rovYi

stol’i
d’idov'i
[YotYi
mostYi
vecori

Loc sg Gen pl

il tiw
koles'i kolis
ozer'i oz'ir
sel’i sYiw
polVi pilY
slov'i sliw
mor’i mirY

‘stable’
‘dove’
‘son’
‘swan’
‘neighbor’
‘man’
‘ice’
‘ache’
‘ditch’
‘table’
‘grandfather’
flight’
‘bridge’
‘evening'

‘body’
‘wheel
‘lake’
'village'
‘field’
‘word’
‘sea’

In the following Somali data, [d] is a voiced retroflex stop and [r] is a voiced
retroflex continuant. Account for all phonological alternations in these data. In
your discussion of these forms, be sure to make it clear what you assume
the underlying representations of relevant morphemes are. Your discussion
should also make it clear what motivates your underlying representations and
rules. For instance if you could analyze some alternation by assuming under-
lying X and rule Y, say why (or whether) that choice is preferable to the alter-
native of assuming underlying P and rule Q.

Singular Sing. definite
daar daarta
gees geesta
laf lafta
lug lugta
naag naagta
tib tibta
sab sabta
bad bada
jid jida
feed feeda
iir Siirta
2ul ?usa
bil bisa
meel meesa
kaliil kaliisa
nayl naysa

Plural
daaro
geeso
lafo
luyo
naayo
tiBo
sapo
bado
Jjido
feero
qiiro
?ulo
bilo
meelo
kaliilo
naylo

'house’
‘side’
‘bone’

leg
‘woman’
‘pestle’
‘outcast’
'sea’
‘person’
rib’
‘buttermilk’
‘stick’
‘month’
‘place’
‘summer’
‘female lamb’
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ari

la:
bina:
imla:
be:
kep

at

ek

ok
guc
ahmet
kurt
tark
genc
halk
Ust
sarp
harp
alt
renk
his
hir
mahal
hak
zam
af
arap
koyun
pilot
kitap
domuz
davul
bayir
somun
fikir
isim
boyun
cevir
devir
koyun
karin
burun
akil
Sehir
namaz
zaman
harap
ickaz
hayat
ispat
inek

arisi
la:si
bina:si
imla:si
be:si
kepi

ati

eki

oku
glju
ahmedi
kurdu
tarkd
genci
halki
usta
sarpi
harbi
alti
rengi
hissi
hirri
mahalli
hakki
zammi
affi
arabi
koyunu
pilotu
kitab#
domuzu
davulu
bayiri
somunu
fikri
ismi
boynu
cevri
devri
koynu
karni
burnu
akli
Sehri
namazi
zama:ni
hara:bi
ikka:zi
haya:t
ispa:ti
inei

ariya
lazya
bina:ya
imla:ya
beye
kepe
ata

eke

oka
glje
ahmede
kurda
tirke
gence
halka
Uste
sarpa
harba
alta
renge
hisse
htrre
mahalla
hakka
zamma
affa
araba
koyuna
pilota
kitaba
domuza
davula
bayira
somuna
fikre
isme
boyna
Cevre
devre
koyna
karna
burna
akla
Sehre
namaza
zama:na
hara:ba
ika:za
haya:ta
ispa:ta
inee

aridan
la:dan
bina:dan
imla:dan
be:den
kepten
attan
ekten
oktan
glcten
ahmetten
kurttan
tirkten
gencten
halktan
Ustten
sarptan
harptan
alttan
renkten
histen
hirden
mahaldan
haktan
zamdan
aftan
araptan
koyundan
pilottan
kitaptan
domuzdan
davuldan
bayirdan
somundan
fikirden
isimden
boyundan
Cevirden
devirden
koyundan
karindan
burundan
akildan
Sehirden
namazdan
zamandan
haraptan
ickazdan
hayattan
ispattan
inekten

artlar
la:lar
bina:lar
imla:lar
be:ler
kepler
atlar
ekler
oklar
gucler
ahmetler
kurtlar
tarkler
gencler
halklar
Gstler
sarplar
harplar
altlar
renkler
hisler
hirler
mahallar
haklar
zamlar
aflar
araplar
koyunlar
pilotlar
kitaplar
domuzlar
davullar
bayirlar
somunlar
fikirler
isimler
boyunlar
Cevirler
devirler
koyunlar
karinlar
burunlar
akillar
Sehirler
namazlar
zamanlar
haraplar
ikazlar
hayatlar
ispatlar
inekler

‘bee’

‘la (note)’
‘building’
‘spelling’
‘B (letter)’
‘cap
'horse’
‘affix’
‘arrow’
‘power’
‘Ahmed’
‘worm’
Turk’
‘young’
‘folk’
'upper plane’
‘steep’
‘war’
‘bottom’
‘color’
‘feeling’
‘free’
‘place’
right’
‘inflation’
‘excuse’
‘Arab’
‘sheep’
‘pilot’
‘book’
"vig
‘drum’
'slope’
‘loaf’
‘idea’
‘name’
‘neck’
‘injustice’
‘transfer’
‘bosom’
‘thorax’
‘nose’
‘intelligence’
‘city
‘worship’
‘time’
‘ruined’
‘warning'
life’
‘proof’

I v

cow
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mantik  mantit mantia mantiktan  mantiklar  ‘logic’

ayak ayai ayaa ayaktan ayaklar ‘foot’
Cabuk  ¢abuu ¢abua ¢abuktan Cabuklar  ‘quick’
dakik dakii dakie dakikten dakikler ‘punctual’

merak  meracki  meratka  meraktan meraklar  ‘curiosity’
tebrik tebrizki tebrike  tebrikten tebrikler  'greetings’
hukuk  hukutku  hukuka  hukuktan hukuklar — ‘law’

6 Kera

Propose rules to account for the following alternations. It will prove useful to
think about Kera vowels in terms of high versus nonhigh vowels. Also, in this
language it would be convenient to assume that [h] and [?] are specified as
[+low]. Pay attention to both verbs like bilan ‘want me," balnan ‘wanted me’
and balla 'you must want!, i.e. there are present, past, and imperative forms
involved, certain tenses being marked by suffixes. Finally, pay attention to
what might look like a coincidence in the distribution of vowels in the under-
lying forms of verb roots: there are no coincidences.

haman ‘eat me' se:nen ‘my brother’
hamam ‘eat you (masc)’ se:nem ‘your (masc) brother'
himi ‘eat you (fem)’ si:ni ‘your (fem) brother’
himu ‘eat him'’ si:nu 'his brother’

hama ‘eat her’ se:na ‘her brother’
haman ‘eat you (pl)’ se:nen ‘your (pl) brother’
kolon ‘change me’ gi:din ‘my belly’

kolom ‘change you (masc)’ gi:dim ‘your (masc) belly’
kuli ‘change you (fem)’ gi:di ‘your (fem) belly’
kulu ‘change him’ gidu ‘his belly’

kola ‘change her’ gi:di ‘her belly’

kolon ‘change you (pl)’ gi:dip ‘your (pl) belly'
cirin ‘my head' gunun ‘wake me'

cirim ‘your (masc) head' gunum ‘wake you (masc)’
ciri ‘your (fem) head' guni ‘wake you (fem)’
cuiry ‘his head' gunu ‘wake him’

ciiri ‘her head' guni ‘wake her’

ciirin ‘your (pl) head gunup ‘wake you (pl)’
bilan ‘want me' pifan ‘meet me'

bilam ‘want you (masc)’ pifam ‘meet you (masc)’
bili ‘want you (fem)’ pifi ‘meet you (fem)’
bilu ‘want him' pifu ‘meet him’

bila ‘want her' pifa ‘meet her’

bilap ‘want you (pl)’ pifap ‘meet you (pl)’
?asan ‘know me' ?apan ‘find me’

?asam ‘know you (masc)’ ?apam ‘find you (masc)’
Pisi ‘know you (fem)’ ipi ‘find you (fem)’
Pisu ‘know him'’ ?ipu ‘find him'

?asa ‘know her' ?apa ‘find her’

?asan ‘know you (pl)’ ?apap ‘find you (pl)’
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haran ‘give me back'

haram ‘give you (masc) back’

hiri ‘give you (fem) back’

hiru ‘give him back’

hara ‘give her back’

harap ‘give you (pl) back’

balnan ‘wanted me’ nafnan ‘met me'

balnam ‘wanted you (masc)’ pafnam ‘met you (masc)’

bilni ‘wanted you (fem)’ pifni ‘met you (fem)’

bilnu ‘wanted him'’ pifnu ‘met him'’

balna ‘wanted her’ pafna ‘met her’

balnap ‘wanted you (pl)’ pafnap ‘met you (pl)’

balla ‘you must want!' pafla ‘you must meet!’

ba ‘not’ pa ‘again’ bipa ‘no more'
7 Keley-i

Account for the alternations in the following verbs. The different forms relate
to whether the action is in the past or future, and which element in the sen-
tence is emphasized (subject, object, instrument). Roots underlyingly have
the shape CVC(C)VC, and certain forms such as the subject focus future
require changes in the stem that result in a CVCCVC shape. This may be
accomplished by reduplicating the initial CV— for stems whose first vowel is [e]
(fum-bebhat < behat) or doubling the middle consonant (Pum-bunpet —
bupet). The contrastive identification imperfective form conditions lengthen-
ing of the consonant in the middle of the stem, when the first vowel is not
le] (memayyu? < bayu?). These changes are part of the morphology, so do
not attempt to write phonological rules to double consonants or reduplicate
syllables. Be sure to explicitly state the underlying form of each root and affix.
Understanding the status of [s] and [h] in this language is important in solving
this problem. It is also important to consider exactly what underlying nasal
consonant is present in these various prefixes and infixes — there is evidence
in the data which shows that the underlying nature of the nasal explains cer-
tain observed differences in phonological behavior.

Subject focus  Direct object Instrumental focus

future focus past past

?umduntuk dinuntuk Rinduntuk ‘punch’
umbayyu? binayu? ?imbayu? ‘pound rice’
?umdillag dinilag ?indilag light lamp’
?umgubbat ginubat ?Pipgubat fight'
?umhullat hinulat ?inhulat ‘cover'
?Pumbupnet binupet Rimbupet ‘scold’
?umgalgal ginalgal ?ipgalgal ‘chew'
um?agtu? ?Pinagtu? ?in?agtu? ‘carry on head'
?um?ehnen ?inehnen ?in?ehnen ‘stand’
?Pumbebhat binhat ?imbehat ‘cut rattan’
?umded?ek din?ek ?inde?ek ‘accuse’
umtuggun sinugun ?Rintugun ‘advise’
Pumtetpen simpen ?intepen ‘measure’

umpeptut pintut Rimpetut ‘dam’
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?Pumhehpun himpup ?inhepun ‘break a stick’
Pumtetkuk sipkuk Pintekuk ‘shout’
?umkekbet kimbet ?inkebet ‘scratch’
?umbebdad bindad ?imbedad ‘untie’
?umdedgeh dipgeh ?indegeh ‘sick’
Instrumental Contrastive Contrastive

past focus id. imperfective id. perfective

Rinduntuk menuntuk nenuntuk ‘punch’
?imbayu? memayyu? nemayu? ‘pound rice’
?indilag menillag nenilag ‘light lamp’
?ipgubat mepubbat nepubat ‘fight'
?inhulat menullat nenulat ‘cover’
?intanem menannem nenanem ‘plant’
?impedug memdug nemdug ‘chase’
?imbedad memdad nemdad ‘untie’
?inkebet mepbet nepbet ‘scratch’
?imbeka? memka? nemka? 'dig
Pintepen mempen nempen ‘measure’
?inteba? memba? nemba? ‘kill a pig’
Pintekuk menkuk nepkuk ‘shout’
?indegeh mepgeh nepgeh ‘sick’
Rinhepaw mempaw nempaw ‘possess’
?inteled menled nenled ‘sting’
Rinde?ek men?ek nen?ek ‘accuse’
?in?eba? mepba? nepba? ‘carry on back'
2in?inum mepginnum nepinum ‘drink’
Rin?agtu? mepagtu? nepagtu? ‘carry on head'
?in?ala? menalla? nepala? ‘get’

?in?awit mepawwit nepawit ‘get’

The following past subject clausal focus forms involve a different prefix, using
some of the roots found above. A number of roots require reduplication of
the first root syllable.

nandunduntuk ‘punch’ nampepedug ‘chase’
napkekebet ‘scratch’ nambebeka? 'dig'
nantetekuk ‘shout’ nandede?ek ‘accuse
nan?e?eba? ‘carry on back' nan?i?inum ‘drink’
nantanem ‘plant’

8 Kuria

In some (but not all) of the examples below, morphemes boundaries have
been been introduced to assist in the analysis. Pronouns are assigned to a
grammatical class depending on the noun which they refer to, conventionally
given a number (1-20). Tone may be disregarded (however, it is predictable
in the infinitive). It is important to pay attention to interaction between
processes in this problem.

ogo-tddnga ‘to begin’ oko-gésa ‘to harvest’
oko-rdga ‘to witch’ oko-réma ‘to plow’
oko-hddrd ‘to thresh’ ugu-siika ‘to close a door’
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ugu-straanga
ugutiuha
0go-ko-bara
oko-md&-bérd
0go-t6-bara
oko-gé-bérd
oko-ré-bara
uku-bi-bara
ugu-¢i-bard

'to sing praise’

‘to be blunt’

‘to count you (sg)’

‘to count him’
‘to count us'

‘to count them (4)'
‘to count it (5)"

‘to count it (8)'

‘to count it (10)’

oko-mo-gd-geséra
uku-mu-gu-sitkya
uku-mu-gu-siindya
oko-bé-stiradnga
oko-mo-bé-surdangéra
oko-bd-mu-surddngéra

ToV
okoréma
okoréma
okohoora
okohéétoka
okogéémba
0gosooka
ogotégéta
okordga
okogddgd
okogdsta
ogosdka
ogotéréka
okogésa
0goseensa

ToV
ugusifka
ukurtiga
ugusuka
ukuriingé
ugusfindd

Imperative
rema

bara

ata

ahd

aga

aanga
andeka
Imperative

rema
tereka

To make to V
ukurimya
ukurimya
ukuhutrya
ukuhifttkya
ukugiimbya
ugusutkya
ugutigftya
okorogya
okogoogya
okogootya
0gosokya
ogotérékya
okogésya
0goséénsya

To make to V
ugusfikya
ukurigya
ugustkya
ukuriingya
ugusiindya

Infinitive
okoréma
okobaéra
ogodta
okodha
okodga
okodnga
okodndéka

3sg subjunctive

aremé
atereké

uku-giinga

uku-gui-stiradnga
uku-mu-stradnga
ugu-t-suraanga
uku-gi-stiradnga
uku-ri-stradnga
uku-bi-stiradnga
ugu-¢-suraanga

‘to harvest it (3) for him'
‘to make him close it (3)’
‘to make him win it (3)'
‘to praise them’

‘to praise them for him'’
‘to praise him for them'

To V for
okoréméra
okorémuird
okohoortra
okohéétokera
okogéémbérd
0gosookéra
ogotegetera
okorgéra
okogddgéra
okogdstéra
0gosdkera
ogotérekera
okogéséra
0gOSEENSEra

To V for
ogoséékéra
okordgéra
ogosokéra
okorééngéra
ogosééndéra

They will V
mbareréma
mbarebaéra
mbareéta
mbaregha
mbareéga
mbaregénga
mbareéndéka

To make V for
ukurfmirya
ukurimirya
ukuhutrirya
ukuhiittkirya
ukugiimbiryd
ugusuukirya
ugutigftirya
okorogéryd
okogbdogéryd
okogoadtéryd
ogosokeérya
ogotérékerya
okogésérya
0goséénsérya

To make V for
ugusiikirya
ukurugirya
ugusukirya
ukuriingfrya
ugusiindirya

Then will V for
mbarerémeéra
mbarebaréra
mbareétéra
mbareghéra
mbareégéra
mbareéngéra

'to shave'

'to praise you (sg)'
‘to praise him'

‘to praise us'

‘to praise it (4)'
‘to praise it (5)"
‘to praise it (8)"
‘to praise it (10)'

‘weed'
‘bite’
‘thresh’
‘remember’
‘make rain’
‘respect’
‘be late’
‘bewitch’
‘slaughter’
‘hold’
‘poke’
‘brew’
‘harvest’
‘winnow’

'to close’
‘to cook’
‘to plait’
"to fold’
‘to win’

‘cultivate’
‘count’

‘be split’
‘pick greens
‘weed'
‘refuse’

’

mbareéndékera ‘write’

3sg subjunctive for

aremerg
aterekére

‘cultivate’
‘brew’
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eba eebg eeberé ‘forget’
egd eege eegeré ‘learn’
ogd 00gé oogeré ‘be sharp’
eya eeye eeyeré ‘sweep’
oroka doroké dorokére ‘come out'
9 Lardil
Account for the phonological alternations seen in the data below.
Bare N Accusative Nonfuture Future
kentapal kentapalin kentapalpar kentapalur  ‘dugong’
ketar ketarin ketarpar ketarur ‘river’
miyar miyarin miyarpar miyarur ‘spear’
yupur yupurin yupurpar yupurur ‘red rock cod’
tagur tagurin tanurnar tagurur ‘crab (sp)’
yaraman yaramanin  yaramanar yaramankur  ‘horse’
maan maanin maanar maankur ‘spear’
pirpen pirpenin pirpenar pirpenkur ‘woman’
mela melan melanar melar ‘sea’
tawa tawan tawanar tawar ‘rat’
wanka wankan wankanar wankar ‘arm’
kupka kupkan kupkagar kupkar ‘groin’
tarpka tarpkan tarpkapar tarpkar ‘barracuda’
puka pukun pukupar pukur ‘water’
pura purun nurugnar purur ‘forehead’
kata katun katupar katur ‘child’
muna munun munupar munur ‘elbow’
pawa pawun pawunar pawur ‘dog’
kente kentin kentinar kentiwur ‘wife'
timpe  timpin timpipar timpiwur ‘tail’
pine pinin pinipar piniwur ‘skin’
pape papin papipar papiwur ‘father's mother’
tempe  t'empen tlempenpar temper ‘mother’s father’
wite witen witepar witer ‘interior’
wanal wanalkin wanalkar wanalkur ‘boomerang’
men’el  men’elkin men'elkar men’elkur  ‘dogfish (sp)’
makar makarkin makarkar makarkur ‘anthill’
yalul yalulun yalulupar yalulur ‘flame’
mayar mayaran mayaranar mayarar ‘rainbow/’
talkur talkuran talkurapar talkurar ‘kookaburra’
wiwal wiwalan wiwalapar wiwalar ‘bush mango’
karikar karikarin karikaripar karikariwur  ‘butter-fish’
yiliyil yiliyilin yiliyilipar yiliyiliwur ‘oyster (sp)’
yukar yukarpan yukarpapar yukarpar ‘husband’
pulpar pulparpan pulparpanar pulparpar ‘huge’
wulun wulunkan wulunkagar wulunkar “fruit (sp)’
wutal wutalt'in wutalt'igar wutaltiwur - ‘meat’
kantukan kantukantun kantukantupar kantukantur ‘red’
karwakar karwakarwan karwakarwapar karwakarwar ‘wattle (sp)’
turara turaragin turarapar turarapkur  ‘shark’
palu palukin palukar palukur ‘story’



218 INTRODUCING PHONOLOGY

kurka kurkapin kurkapar kurkapkur ‘pandja’

tapku tagkunin tangkupar tagkupkur ‘oyster (sp)’
kurpuru  kurpurupin  kurpurupar kurpurugkur ‘lancewood’
putu putukan putukapar putukar ‘short’

maali maaliyan maaliyapar maaliyar ‘swamp turtle’

tintipu  tintirpuwan  tintirpuwapar  tintirpuwar  ‘willie wagtail’
pukati  pukat’iyan pukat'iyapar pukatYiyar 'hawk (sp)’
murkuni  murkuniman  murkunimagar murkunimar  ‘nullah’
pawupa pawupawun pawupawupar pawupawur  ‘termite’

tipiti tipitipin tipitipipar tipitipiwur ‘rock-cod (sp)’
tapu taput’in taput'ipar taputiwur - ‘older brother’
mupkumu  mupkumupkun mugkumupkugar mupkumupkur ‘wooden axe’
tumput’'u  tumput’umpun t'umput'umpupar tumput’umpur ‘dragonfly’

10 Sakha (Yakut)

Give a phonological analysis of the following case-marking paradigms of
nouns in Sakha.

Noun Plural Associative

ava avalar avaliin ‘father’
paarta paartalar paartaliin ‘school desk’
tia tialar tialiin ‘forest’
kinige kinigeler kinigeliin ‘book’

jie Jieler jieliin ‘house’

iye iyeler iyeliin ‘mother’

kini kiniler kiniliin ‘3rd person’
bie bieler bieliin ‘mare’

0Y0 oyolor oyoluun ‘child’

XOpto xoptolor xoptoluun ‘gull

boro borolor borolutn ‘wolf’

tial tiallar tiallidn ‘wind'

ial iallar ialliin ‘neighbor’
kuul kuullar kuulluun ‘sack’

at attar attin ‘horse’

balik baliktar baliktiin ‘fish’

iskaap iskaaptar iskaaptiin ‘cabinet’
oyus oyustar oyustuun ‘bull’

kus kustar kustuun ‘duck’
tinnuk tinnukter tnnuktadn ‘window'
sep septer septiin ‘tool’

et etter ettiin ‘meat’

orls Oruster Orustiin 'river’

tiis tiister tiistiin ‘tooth’

sorox soroxtor soroxtuun ‘'some person’
ox oxtor oxtuun ‘arrow’
oloppos oloppostor oloppostuun ‘chair’

6tox Otoxtor otoxtuin ‘abandoned farm’
ubay ubaydar ubaydiin ‘elder brother’
saray saraydar saraydiin ‘barn’

tiy tiydar tiydiin ‘foal’

atir atiirdar atiirdiin ‘stallion’
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oyuur
uctgey
ejily
tomtor
moryotoy
kotor
bolkoy
xatin
aan

tiig
sordon
olom
oron
bodon

Noun
avya
paarta
tia
kinige
jie

iye

kini

bie
0y0
xopto
boro
tial

ial

kuul
moxsoyol
at
balik
iskaap
oyus
kus
tnnik
sep

et

oras
tiis
sorox
(o] (e)%
ubay
saray
tiy
atir
xirur
Gcugey
tomtor
moryotoy

oyuurdar oyuurduun
Gctigeyder Gcugeydiin
ejiiyder ejiiydiin
tomtordor tomtorduun
moryotoydor moryotoyduun
kotordor kotordaun
bolkaydor bolkayduin
xatipnar xatipniin
aannar aannin
tiipner tiipniin
sordognor sordognuun
olomnor olomnuun
oronnor oronnuun
bodognor bédégnain
Partitive Comparative  Ablative
avata ayataayar avattan
paartata paartataayar paartattan
tiata tiataayar tiattan
kinigete kinigeteeyer kinigetten
Jiete Jieteeyer Jietten
iyete iyeteeyer iyetten
kinite kiniteeyer kinitten
biete bieteeyer bietten
oyoto oyotooyor oyotton
xoptoto xoptotooyor xoptotton
boroto borotooyor borotton
tialla tiallaayar tialtan
ialla iallaayar ialtan
kuulla kuullaayar kuultan
moxsoyollo moxsoyollooyor moxsoyolton
atta attaayar attan
balikta baliktaayar baliktan
iskaapta iskaaptaayar iskaaptan
oyusta Oyustaayar oyustan
kusta kustaavyar kustan
tinnikte  tunnukteeyer  tunnukten
septe septeeyer septen
ette etteeyer etten
orlste orusteeyer orusten
tiiste tiisteeyer tiisten
soroxto soroxtooyor soroyton
Otoxto OtOxtOOyor Otoxton
ubayda ubaydaayar ubaytan
sarayda saraydaayar saraytan
tiyda tiydaavar tiytan
atiirda atiirdaayar atiirtan
xirurda xirurdaayar xirurtan
Gclgeyde  Ucugeydeeyer célgeyten
tomtordo  tomtordooyor  tomtorton

moyotoydo moryotoydooyor moryotoyton

‘forest’
‘good person’
‘elder sister’
‘knob’
‘chipmunk’
‘bird"

‘islet’

‘birch’
‘door’
‘squirrel’
‘pike’

‘ford’

‘bed’

‘strong one'

‘father’
‘school desk’
‘forest’

‘book’
‘house’
‘mother’

‘3rd person'’
‘mare’

‘child’

‘aull

‘wolf’

‘wind’
‘neighbor’
‘sack’

‘falcon’
'horse’

“fish’

‘cabinet’
‘bull’

‘duck’
‘window’
‘tool’

‘meat’

river’

‘tooth’

‘some person’
‘abandoned farm’
‘elder brother’
‘barn’

‘foal’

‘stallion’
‘surgeon’
‘good person’
‘knob’
‘chipmunk’
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Further reading
Kenstowicz and Kisseberth 1979; Zwicky 1973, 1974, 1975; Pullum 1976.






CHAPTER

8 Phonological

typology and
naturalness

\
PREVIEW

One of the main goals of many phonologists is explaining
KEY TERMS why certain phonological patterns are found in many
typology languages, while other patterns are found in few or no
crosslinguistic languages. This chapter looks at phonological typology — the
comparison study of common versus uncommon, natural versus unnatu-
markedness ral phonological rules, and looks at some of these com-
functional monly occurring phonological properties.
explanation
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A widely invoked criterion in deciding between analyses of a language is
whether the rules of one analysis are more natural, usually judged in
terms of whether the rules occur more often across languages. As a pre-
requisite to explaining why some processes are common, uncommon, or
even unattested, you need an idea of what these common patterns are,
and providing this survey information is the domain of typology. While
only a very small fraction of the roughly 7,000 languages spoken in the
world have been studied in a way that yields useful information for
phonological typology, crosslinguistic studies have revealed many recur-
rent patterns, which form the basis for theorizing about the reason for
these patterns.

8.1 Inventories

A comparative, typological approach is often employed in the study of
phonological segment inventories. It has been observed that certain kinds
of segments occur in very many languages, while others occur in only a
few. This observation is embodied in the study of markedness, which is
the idea that not all segments or sets of segments have equal status in
phonological systems. For example, many languages have the stop conso-
nants [p t k|, which are said to be unmarked, but relatively few have the
uvular [q], which is said to be marked. Markedness is a comparative con-
cept, so [q] is more marked than [k] but less marked than [7]. Many lan-
guages have the voiced approximant [l], but few have the voiceless lateral
fricative [{] and even fewer have the voiced lateral fricative []. Very many
languages have the vowels [i e a 0 u]; not many have the vowels [u1 3 U ].
Related to frequency of segment types across languages is the concept
of implicational relation. An example of an implicational relation is that
between oral and nasal vowels. Many languages have only oral vowels
(Spanish, German), and many languages have both oral and nasal vowels
(French, Portuguese), but no language has only nasal vowels; that is, the
existence of nasal vowels implies the existence of oral vowels. All lan-
guages have voiced sonorant consonants, and some additionally have
voiceless sonorants: no language has only voiceless sonorants. Or, many
languages have only a voiceless series of obstruents, others have both
voiced and voiceless obstruents; but none have only voiced obstruents.

The method of comparing inventories. Three methodological issues
need to be born in mind when conducting such typological studies. First,
determining what is more common versus less common requires a good-
sized random sample of the languages of the world. However, information
on phonological structure is not easily available for many of the lan-
guages of the world, and existing documentation tends to favor certain
languages (for example the Indo-European languages) over other lan-
guages (those of New Guinea).

Second, it is often difficult to determine the true phonetic values of seg-
ments in a language which you do not know, so interpreting a symbol in
a grammar may result in error. The consonants spelled <p t k> may in fact
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be ejective [p’ t’ k'], but <p t k> are used in the spelling system because p,
t, k are “more basic” segments and the author of a grammar may notate
ejectives with “more basic” symbols if no plain nonejective voiceless stops
exist in the language. This is the case in many Bantu languages of
Southern Africa, such as Gitonga and Zulu, which contrast phonetically
voiceless aspirated and ejective stops — there are no plain unaspirated
voiceless stops. Therefore, the ejectives are simply written <p t k> because
there is no need to distinguish [p] and [p’]. This phonetic detail is noted in
some grammars, but not in all, and if you do not have experience with the
language and do not read a grammar that mentions that <p> is ejective,
you might not notice that these languages have no plain voiceless stops.

Third, many typological claims are statistical rather than absolute -
they are statements about what happens most often, and therefore
encountering a language that does not work that way does not falsify the
claim. It is very difficult to refute a claim of the form “X is more common
than Y,” except if a very detailed numerical study is undertaken.

Typical inventories. With these caveats, here are some general tenden-
cies of phoneme inventories. In the realm of consonantal place of articu-
lation, and using voiceless consonants to represent all obstruents at that
place of articulation, the places represented by [p, t, k] are the most basic,
occurring in almost all languages of the world. The next most common
place would be alveopalatal; less common are uvulars, dentals, and
retroflex coronals; least common are pharyngeals. All languages have a
series of simple consonants lacking secondary vocalic articulations. The
most common secondary articulation is rounding applied to velars, then
palatalization; relatively uncommon is rounding of labial consonants;
least common would be distinctive velarization or pharyngealization of
consonants. Among consonants with multiple closures, labiovelars like
[kp] are the most common; clicks, though rare, seem to be more common
than linguolabials.

In terms of manners of consonant articulation, stops are found in all
languages. Most language have at least one fricative (but many Australian
languages have no fricatives), and the most common fricative is s, followed
by fand $, then x, then 6 and other fricatives. The most common affricates
are the alveopalatals, then the other coronal affricates; p/ and k* are
noticeably less frequent. In terms of laryngeal properties of consonants,
all languages have voiceless consonants (in many, the voice onset time of
stops is relatively long and the voiceless stops could be considered to be
phonetically aspirated). Plain voiced consonants are also common, as is a
contrast between voiceless unaspirated and voiceless aspirated stops.
Ejectives, implosives and breathy-voiced consonants are much less fre-
quent. Among fricatives, voicing distinctions are not unusual, but aspira-
tion, breathy voicing and ejection are quite marked.

Nearly all languages have at least one nasal consonant, but languages
with a rich system of place contrasts among obstruents may frequently
have a smaller set of contrasts among nasals. Most languages also have at
least one of [r] or [l], and typically have the glides [w y]. Modal voicing is

has only one variety
of coronal, that
variety may well be
phonetically dental
or postalveolar.
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the unmarked case for liquids, nasals and glides, with distinctive laryn-
gealization or devoicing ~ aspiration being uncommon. Among laryngeal
glides, [h] is the most common, then [?], followed by the relatively infre-
quent [f].

The optimal vowel system would seem to be [i e a 0 u], and while the mid
vowels [e o] are considered to be more marked than the high vowels [i u]
for various reasons having to do with the operation of phonological rules
(context-free rules raising mid vowels to high are much more common
than context-free rules lowering high vowels to mid), there are fewer lan-
guages with just the vowels [i u a] than with the full set [i u e o a]. The com-
monness of front rounded and back unrounded vowels is correlated with
vowel height, so a number of languages have [ii] and not [9], but very few
have [6] and not [ii]. Full exploitation of the possibilities for low back and
round vowels [&® ce a D] is quite rare, but it is not hard to find languages
with [i 4 + u]. As noted earlier, oral vowels are more common than nasal
vowels, and modal voiced vowels are more common than creaky voiced or
breathy vowels.

8.2 Segmental processes

Recurrent patterns are also found in rules themselves. We begin our typo-
logical survey of processes with segmental processes and procede to
prosodic ones. Put roughly, segmental phonology deals with how the fea-
tures of one segment affect the features of another segment, and prosodic
processes are those that pertain to the structure of syllables, stress, and the
rhythmic structure of words, and phenomena which relate to the position
of segments in a phonological string. This division of processes is at this
point strictly heuristic, but research has shown that there are important
representational differences between segmental, i.e. featural representa-
tions and syllabic or rhythmic representations - further questions regard-
ing representations are taken up in chapter 10.

8.2.1 Assimilations

The most common phonological process in language is assimilation,
where two segments become more alike by having one segment take on
values for one or more features from a neighboring segment.

Vowel harmony. An example of assimilation is vowel harmony, and the
archetypical example of vowel harmony is the front-back vowel harmony
process of Turkish. In this language, vowels within a word are (generally)
all front, or all back, and suffixes alternate according to the frontness of
the preceding vowel. The genitive suffix accordingly varies between in and
in, as does the vowel of the plural suffix lar ~ ler.

(1) Nom sg Gen sg Nom pl Gen pl
ip ip-in ip-ler ip-ler-in ‘rope’
Cikis Cikis-in cikis-lar ¢ikis-lar-in ‘exit’

kiz kiz-in kiz-lar kiz-lar-in ‘girl’
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ev ev-in ev-ler ev-ler-in ‘house’
biber biber-in biber-ler biber-ler-in ‘pepper’
sap sap-in sap-lar sap-lar-in ‘stalk’
adam adam-in adam-lar adam-lar-in ‘man’

This process can be stated formally as (2).

(2) Vo aback]] V C,_
[aback]

A second kind of vowel harmony found in Turkish is rounding harmo-
ny. In Turkish, a rule assimilates any high vowel to the roundness of the
preceding vowel. Consider the following data, involving stems which end
in round vowels:

(3) Nom sg Gen sg Nom pl Gen pl
yiz yliz-lin yiz-ler yiz-ler-in ‘face’
pul pul-un pul-lar pul-lar-in ‘stamp’
ok ok-un oklar ok-lar-in ‘arrow’
son son-un son-lar son-lar-in ‘end’
koy koy-tin koy-ler koy-ler-in ‘village’

The genitive suffix which has a high vowel becomes rounded when the
preceding vowel is round, but the plural suffix which has a nonhigh vowel
does not assimilate in roundness. Thus the data in (3) can be accounted for
by the following rule.

(4) V  —Jaround]/ V C,
[+high] [around]|

A problem that arises in many vowel harmony systems is that it is difficult
if not impossible to be certain what the underlying vowel of the suffix is.
For the plural suffix, we can surmise that the underlying vowel is non-
round, since it is never phonetically round, so the most probable hypothe-
ses are [a/ or |e/. For the genitive suffix, any of [i, 1, {i, u/ would be plausible,
since from any of these vowels, the correct output will result by applying
these rules.

It is sometimes assumed that, if all other factors are the same for select-
ing between competing hypotheses about the underlying form, a less
marked (crosslinguistically frequent) segment should be selected over a
more marked segment. By that reasoning, you might narrow the choice to
/i, u/ since f, ii are significantly more marked that [i, u/. The same reason-
ing might lead you to specifically conclude that alternating high vowels
are [i/, on the assumption that i is less marked that u: however, that con-
clusion regarding markedness is not certain. The validity of invoking seg-
mental markedness for chosing underlying forms is a theoretical assump-
tion, and does not have clear empirical support. A further solution to
the problem of picking between underlying forms is that [+high| suffix
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vowels are not specified for backness or roundness, and thus could be rep-
resented with the symbol I/, which is not an actual and pronounceable
vowel, but represents a so-called archiphoneme having the properties of
being a vowel and being high, but being indeterminate for the properties
[round] and [back]. There are a number of theoretical issues which sur-
round the possibility of having partially specified segments, which we
will not go into here.

Mongolian also has rounding harmony: in this language, only nonhigh
vowels undergo the assimilation, and only nonhigh vowels trigger the
process.

(5) Nominative Instrumental Accusative
de:l de:l-exr deli:g ‘coat’
gal gal-arr gali:g ‘fire’
di: dii-gerr dii-g ‘younger brother’
noxor noxor-o:r noxor-i:g ‘comrade’
doro: doro:-gor doro:-g ‘stirrup’

This rule can be forumlated as in (6).

(6) V —|around]| V G

- {—hi}

ard

Typological research has revealed a considerable range of variation in
the conditions that can be put on a rounding harmony rule. In Sakha,
high vowels assimilate in roundness to round high and nonhigh vowels
(cf. avyaliin ‘father (associative),” sep-tiin ‘tool (associative)’ vs. oyo-luun
‘child (associative),’ bord-liiiin “‘wolf (associative),” tiinniik-tiiiin ‘window (asso-
ciative)’), but nonround vowels only assimilate in roundness to a preced-
ing nonhigh vowel (cf. aya-lar ‘fathers,” sep-ter ‘tools,’ tiinniik-ter ‘windows,’
kus-tar ‘ducks’ vs. oyo-lor ‘children,” béré-lor ‘wolves’). As seen in chapter 7,
in Yawelmani, vowels assimilate rounding from a preceding vowel of the
same height (thus, high vowels assimilate to high vowels, low vowels
assimilate to low vowels). As seen in (7), Kirghiz vowels generally assimi-
late in roundness to any preceding vowel except that a nonhigh vowel
does not assimilate to a back high round vowel (though it will assimilate
rounding from a front high round vowel).

(7) Accusative Dative
tas-ti tas-ka ‘stone’
is-ti iS-ke ‘job’
ué-tu uc-ka ‘tip’
konok-tu konok-ko ‘guest’
koz-ti koz-god ‘eye’

Uy-ti ly-gd ‘house’
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This survey raises the question whether you might find a language where
roundness harmony only takes place between vowels of different heights
rather than the same height, as we have seen. Although such examples are
not known to exist, we must be cautious about inferring too much from
that fact, since the vast majority of languages with rounding harmony are
members of the Altaic language family (e.g. Mongolian, Kirghiz, Turkish,
Sakha). The existence of these kinds of rounding harmony means that
phonological theory must provide the tools to describe them: what we do
not know is whether other types of rounding harmony, not found in Altaic,
also exist. Nor is it safe, given our limited database on variation within
rounding harmony systems, to make very strong pronouncements about
what constitutes “common” versus “rare” patterns of rounding harmony.

Another type of vowel harmony is vowel-height harmony. Such harmony
exists in Kuria, where the tense mid vowels e, 0 become i, u before a high
vowel. Consider (8), illustrating variations in noun prefixes (omo ~ umu;
eme ~ imi; eke ~ ege ~ iki ~ igi; ogo ~ ugu) conditioned by the vowel to the
right:

(8) omodnto ‘person’ omo-sdacd ‘male’
omo-té ‘tree’ omo-gééndo  ‘plowed field’
umu-riisya ‘boy’ umu-mura ‘young man’
eme-té ‘trees’ imi-si ‘sugar canes’
ege-sdka ‘stream’ ege-té ‘chair’
egeé-nto ‘thing’ igi-tiimbe ‘stool’
iki-raupguuri  ‘soft porridge’ iki-mudung ‘deer’
ogo-gdbo ‘huge basket’ ogo-tdbo ‘huge book’
ogo-séénddno  ‘huge needle’ ogo-géna ‘huge stone’
ugu-siri ‘huge rope’

These examples show that tense mid vowels appear before the low vowel a
and the tense and lax mid vowels e, €, o, o, which are [—high], and high
vowels appear before high vowels, so based just on the phonetic environ-
ment where each variant appears, we cannot decide what the underlying
value of the prefix is, [—high] or [+high]. Additional data show that the
prefixes must underlyingly contain mid vowels: there are also prefixes
which contain invariantly [+high] vowels.

(9) iri-tddke ‘banana’ iri-ké€ndo ‘date fruit’
iri-hiindi ‘corn cob’ iri-téro ‘buttock’
ibi-gé6ndo ‘small fields’ ibi-gddte ‘small breads’
ibi-gtrdbe ‘small pigs’ ibi-té ‘chairs’
iCi-séésé ‘dog’ i¢i-pdamwi ‘cat’

« > s

i¢i-npddmbe cow i¢ii-pgurube ‘pig

Thus the alternations in (8) can be described with the rule (10).

(10) V  —|[+hi]/_C, V
[+tense] [+high]
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Another variety of vowel-height harmony is complete height harmony,
an example of which is found in Kimatuumbi. This language distinguish-
es four phonological vowel heights, exemplified by the vowels g, €, t and i.
The vowels of the passive suffix -ilw- and the causative suffix -iy- assimilate
completely to the height of the preceding nonlow vowel ¢, t and i.

(11) 4sim-a ‘borrow’ dsim-ilw-a ‘be borrowed’
in-a ‘dance’ in-ilw-a ‘be danced’
kun-a ‘grate coconut’ kun-ilw-a ‘be grated’
Gug-a ‘bathe’ Gug-lw-a ‘be bathed’
twilka ‘lift a load’ twitkw-a ‘be lifted’
bjol-a ‘tear bark off  bjol-elw-a ‘be de-barked’

a tree’
kéepgeemb-a ‘uproot tubers’ kéepgeemb-elw-a ‘be uprooted’
Cdag-a ‘grind’ Cdag-iy-a ‘make grind’
¢iinj-a ‘slaughter’ Ciinj-iy-a ‘make slaughter’
Gug-a ‘bathe’ Gug-y-a ‘make bathe’
bjol-a ‘de-bark’ bdol-ey-a ‘make de-bark’
Céepng-a ‘build’ C€engey-a ‘make build’

This process involves the complete assimilation of suffix vowels to the
values of [hi] and [tense] (or [ATR]) from the preceding nonlow vowel. Since
the low vowel a does not trigger assimilation, the context after a reveals
the underlying nature of harmonizing vowels, which we can see are high
and tense. The following rule will account for the harmonic alternations
in (11).

—low
% high
(12) { }-»[0‘ 6 }/ ahigh |C,_
—low Btense
Btense

Akan exemplifies a type of vowel harmony which is common especially
among the languages of Africa, which is assimilation of the feature ATR.
In Akan, vowels within the word all agree in their value for [ATR]. In (13a)
the prefix vowels are [+ATR] before the [+ATR] vowel of the word for ‘eat’
and [—ATR] before the [—ATR| vowel of ‘be called’; (13b) shows this same
harmony affecting other tense-aspect prefixes.

(13) a. ‘eat’ ‘be called’
1sg mi-di mt-dt
2sg  wu-di wu-dt
3sg o-di o-du
1pl ye-di ye-di
2pl  mu-di mo-dt

3pl  wo-di wo-di
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b. o-be-di ‘he will eat’ o-be-dt  ‘he’ll be called’
o-di-i ‘he ate’ o-di ‘he was called’
o-ko-di ‘he goes and eats’ o-ko-dt ‘he goes and is

called’

Vowel nasalization is also a common assimilatory process affecting vow-
els, and can be seen in the data of (14) from Ga. These data illlustrate nasal-
ization affecting the plural suffix, which is underlyingly /i/ and assimi-
lates nasality from the immediately preceding vowel.

(14) mleebo mleebo-i ‘liver’
nane nane-i ‘leg’
Ciisi Ciisi-i ‘plate’
akplo akplo-i ‘spear’
gbe gbe-i ‘path’
mi mi-i ‘drum’
s& s&-1 ‘throat’
ta ta-1 ‘gun’
pmd pmd-1 ‘farm’
lema lema-i ‘ax’

Another kind of vowel harmony, one affecting multiple features, is
sometimes termed “place harmony,” an example of which comes from
Efik. In Efik, the prefix vowel [¢/ (but not [e/) becomes [a] before [a], [9]
before [9], [¢] before [¢], [e] before [e] and [i], and [o] before [0] and [u].

(15) 3sg 3pl
e-di e-di ‘come’
e-beri e-beri ‘shut’
a-kap e-kap ‘deny’
o-bo e-bo ‘take’
o-kop e-kop ‘hear’
o-kut e-kut ‘see’

This process involves assimilation of all features from the following vowel,
except the feature [high].

\%
aaround
(16) Bt /I c around
£ — ense
- Btense
yback
yback

Finally, complete vowel harmony, where one vowel takes on all features
from a neighboring vowel, is found in some languages such as Kolami.
This language has a rule of vowel epenthesis which breaks up final



234

INTRODUCING PHONOLOGY

consonant clusters and medial clusters of more than two consonants. The
inserted vowel harmonizes with the preceding vowel.

(17) Stem 1sg pres 1sg past Imperative
[tum/ tum-atun tum-tan tum ‘sneeze’
Jagul/ agul-atun agul-tan agul ‘dig’
|dakap/ dakap-atun dakap-tan dakap ‘push’
[katk/ katk-atun katak-tan katak ‘strike’
[melg/ melg-atun meleg-tan meleg ‘shake’
[kink/ kink-atun kinik-tan kinik ‘break’

Another example of complete vowel harmony is seen in the following
examples of the causative prefix of Klamath, whose vowel completely
assimilates to the following vowel.

(18) sna-batgal ‘gets someone up from bed’
sne-l’exml’ema  ‘makes someone dizzy’
sno-bo:stgi ‘causes something to turn black’
sni-nklilk’a ‘makes dusty”

Complete harmony is unlikely to ever be completely general - all of these
examples are restricted in application to specific contexts, such as
epenthetic vowels as in Kolami, or vowels of specific affixal morphemes as
in Klamath. Another context where total harmony is common is between
vowels separated only by laryngeal glides h and ?, a phenomenon referred
to as translaryngeal harmony, as illustrated in Nenets by the alternation
in the locative forms to-hona ‘lake, pi-hina ‘street,” p’a-hana ‘tree,” pe-hena
‘stone,’” tu-huna ‘fire.” The consequences of a completely unrestricted vowel
harmony would be rather drastic — any word could only have one kind of
vowel in it, were such a rule to be totally general.

Consonant assimilations. One of the most common processes affecting
consonants is the assimilation of a nasal to the place of articulation of a
following consonant. An example of this process comes from Kimatuumbi,
seen in (19), where the plural prefix [fi/ takes on the place of assimilation
of the following consonant.

(19) Singular Plural
Iwiimo fiimo ‘land being weeded’
Iwadmbo fladmbo ‘bead’
Ilweémbe fieémbe ‘shaving knife’
lugoléka pgoldéka ‘straight’
lubdu mbdu ‘rib’
lujiipgya fjiipgya ‘entered’
luladla ndadla ‘pepper’
lupaldai mbaldai ‘bald head’
lutéeld ndeeld ‘piece of wood’
luc¢wiicwi njwiicwi ‘tomato’
lukiligo pgiligo ‘place for initiates’

lukili pgili ‘palm’
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Place assimilation of nasals in Kimatuumbi affects all nasals, so the data
in (20a) illustrate assimilation of preconsonantal [n/ resulting from an
optional vowel deletion rule, and (20b) illustrates assimilation of /m/.

(20) a. ni-bdlaapgite m-bdlaangite ‘I counted’
ni-jiipgiile n-jiipgiile ‘I entered’
ni-géonjite p-goonjite ‘I slept’

b. mu-pdalite m-pdalite ‘you (pl) wanted’
mu-téliike n-téliike ‘you (pl) cooked’
mu-Cdawiile n-Cdawiile ‘you (pl) ground’
mu-kdatite p-kdatite ‘you (pl) cut’

Sometimes, a language with place assimilation of nasals will restrict
the process to a specific place of articulation. For instance, Chukchi assim-
ilates p to a following consonant, but does not assimilate n or m. Thus the
stem tep ‘good’ retains underlying p before a vowel, and otherwise assim-
ilates to the following consonant: however, as the last two examples show,
n and m do not assimilate to a following consonant.

(21) tep-ot?-on ‘good’
tam-wayory-on ‘good life’
tam-pera-k ‘to look good’
tan-CotCot ‘good pillow’
tan-fompot ‘good story’
tan-rrarqo ‘good breastband’
no-mka-kin ‘often’
ya-n-pera-w-ten ‘decorated’

A common assimilation affecting consonants after nasals is postvocalic
voicing, illustrated by Kimatuumbi in (22). The data in (22a) illustrate voic-
ing of an underlyingly voiceless consonant at the beginning of a stem
after the prefix 7. The data in (22b) show voicing of a consonant in a verb
after the reduced form of the subject prefix ni. In these examples, the
vowel [i/ in the prefix optionally deletes, and when it does, it voices an
initial stop.

(22) a. Singular Plural
lu-paldai m-baldai ‘bald head’
lu-Cwiicwi n-jwiicwi ‘tomato plant’
lu-téeld n-deeld ‘piece of wood’
lu-kiligo p-giligo ‘initiate’s place’
lu-temd.d n-demd.d ‘chopped’
lu-Capiic¢d n-japiica ‘clean’

b. 1sg past Optional pronunciation

ni-pdalite m-bdalite ‘I wanted (recent)’
ni-téliike n-déliike ‘I cooked (recent)’
ni-Conite n-jonite ‘I sewed (recent)’
ni-kibiile p-gobiile ‘T hit on legs (recent)’
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Stop consonants frequently nasalize before nasal consonants, and an
example of this process is found in Korean. The examples in (23a) are
stems with final nasal consonants; those in (23b) have oral consonants,
revealed before the infinitive suffix a ~ 9, and undergo nasalization of
that consonant before the past-tense suffix -ninta.

(23) Infinitive Past

a. ana an-ninta ‘hug’
t’atim-o t’atim-ninta ‘trim’
nom-9 nom-ninta ‘overflow’
&Pam-a &Pam-ninta ‘endure’

b. ip-o im-ninta ‘wear’
tat-o tan-ninta ‘close’
putio pun-ninta ‘adhere’
Cota don-ninta ‘follow’
mok-o morn-ninta ‘eat’
tak’-a tap-ninta ‘polish’
ik-o ip-ninta ‘ripen’

Kimatuumbi presents the mirror-image process, of postnasal nasaliza-
tion (this process is only triggered by nasals which are moraic in the
intermediate representation). On the left in (24a), the underlying conso-
nant is revealed when a vowel-final noun-class prefix stands before the
stem, and on the right a nasal prefix stands before the stem, causing the
initial consonant to become nasalized. In (24b), nasalization applies to
the example in the second column, which undergoes an optional rule
deleting the vowel u from the prefix /mu/.

(24) a. a-badnda ‘slaves’ m-madnda ‘slave’
a-ldalo ‘fools’ n-ndalo ‘fool’
a-gindumuyi ‘scarers’ p-pindumuiyi ‘scarer’
mi-butika ‘cars’ m-mutika ‘car’
mi-ddladnzi  ‘bitter oranges’  n-ndladnzi ‘bitter orange’
mi-lipu ‘trees (sp.)’ n-nipud ‘tree (sp)’
mi-gdunda ‘fields’ p-puunda ‘field’

b. mu-buundike m-muundike  ‘you should store’

mu-laabike  n-naabuke ‘you should breakfast’
mu-jiingi n-niingi ‘you should enter’

Many languages have a process of voicing assimilation, especially in
clusters of obstruents which must agree in voicing. Most often, obstruents
assimilate regressively to the last obstruent in the cluster. For example, in
Sanskrit a stem-final consonant reveals its underlying voicing when the
following affix begins with a sonorant, but assimilates in voicing to a fol-
lowing obstruent.

(25) krnt-mas bind-mas 1pl indicative active
krnt-e btind-e 1sg indicative middle
krot-t"a blint-t"a 2pl indicative active
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krot-te blint-te 3sg indicative middle
krnd-d"ve blind-d"ve 2pl indicative middle
‘weave’ ‘bind’

Other languages with regressive voicing assimilation are Hungarian and
Russian.

Progressive voicing harmony is also possible, though less common than
regressive voicing. One example of progressive assimilation is found in
Norwegian. The (regular) past-tense suffix is -te, and shows up as such
when attached to a stem ending in a sonorant or voiceless consonant, but
after a voiced obstruent, the suffix appears as -de.

(26) smil-e smil-te ‘smile’ svpm-e svpm-te ‘swim’
her-e hor-te ‘heard’ lon-e lon-te ‘borrow’
les-e les-te ‘read’ spis-e spis-te ‘eat’
reis-e reis-te ‘travel’ cop-e ¢cop-te ‘buy’
tenk-e tenk-te ‘think’ behov-e  behev-de  ‘belong’
lev-e lev-de ‘lived’ prov-e prov-de ‘try’
bygg-e  bygde ‘build’ hugg-e hugg-de ‘chop’
gnag-e gnag-de ‘gnaw’ krev-e krev-de ‘request’
sag-e sag-de ‘saw’ plag-e plag-de ‘afflict’

Another example of progressive voicing harmony is found in Evenki,
where an underlyingly voiced suffix-initial consonant becomes devoiced
after a voiceless obstruent: this is illustated below with the accusative case
suffix [ba/.

(27) asi-ba ‘woman’ namiz-ba ‘female deer’
palatka-ba ‘tent’ tolgolki:l-ba ‘sleds’
ber-be ‘onion’ huna:t-pa ‘girl’
det-pe ‘tundra’ mit-pe ‘1pl inclusive’

Complete assimilation of a consonant to a following consonant is found
in Arabic. In the data of (28) from the Syrian dialect, the consonant 1/ of the
definite article assimilates completely to a following coronal consonant.
Examples in (a) show nonassimilation when the following consonant is non-
coronal, and those in (b) provide stems that begin with coronal consonants.

(28) Indefinite Definite Indefinite Definite

a. hawa lhawa ‘air’ bared Iba:red ‘cold’
?adham 1?adham ‘black’ madine Imadine ‘city’
fa:de 19a:de ‘custom’ hara lhara ‘quarter’
wahs Iwahs ‘beast”  ya?s lya?s ‘despair’
kalb lkalb ‘dog’ xadd Ixadd ‘cheek’
fayy Ifayy ‘shadow’ ~vada Iyada ‘lunch’

b. s'aff s'sTaff ‘row’ talet tta:let ‘third’
taxt ttaxt ‘bed’ ra?be rra?tbe ‘neck’

node nnode ‘dew’ life 1life ‘loofah’
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ssmike ‘thick’
zzamil ‘pretty’
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Consonants are also often susceptible to assimilation of features from a
neighboring vowel, especially place features of a following vowel. One
process is palatalization, found in Russian. A consonant followed by a
front vowel takes on a palatal secondary articulation from the vowel, as
the following data show.

(29) vkus
um
golot [df

stol
guba
mesto

glub-ok
ton-ok

vor
dom
gorot [df

‘taste’
‘intellect’
‘hunger’
‘table’
Tip’
‘place’
‘deep’
‘thin’
‘thief”
‘house’
‘town’

vkus’-en
um’-en
golod’-en

stol’-e
gub’-e
mest’-e

glub¥-ina
ton’-ina

vor'-iska
dom’-iska
gorod’-iska

‘tasty’

‘clever’

‘hungry’

‘table (loc)’

‘lip (loc)

‘place (loc)
‘depth’

‘thinness’

‘thief (pejorative)’
‘house (pejorative)’
‘town (pejorative)’

A second kind of palatalization is found in many languages, where typ-
ically velar but in some languages also alveolar consonants become
alveopalatals: to avoid confusion with the preceding type of palatalization
as secondary articulation, this latter process is often referred to as coro-
nalization. This process is found in Russian: it is triggered by some deriva-
tional suffixes with front vowels, but not all suffixes.

(30) druk/g/
muka
grex
strok/g/
dik
sux
krut
gad-ok
vis-ok
niz-ok

‘friend’
‘torment’
‘sin’
‘strict’
‘wild’
“dry’
‘steep’
‘foul’
‘tall’
‘low’

druz-it¥
mud¥-itY
gres-it
stroz-e
dic¥-e
sus-e
kruc¥-e
gaz-e
vis-e
niz-e

‘to be friends with’
‘to torment’

‘to sin’

‘stricter’

‘wilder’

‘stricter’

‘steeper’

‘fouler’

‘taller’

‘lower’

Another common vowel-to-consonant effect is affrication of coronal
obstruents before high vowels. An example of this is found in Japanese,

(31) Negative

mat-anai

tat-anai
kat-anai

Provisional
mat-eba
tat-eba
kat-eba

where [t/ becomes [t°] before [u] and [¢] before [i].

Infinitive
mat’-u
tat®u
kat*-u

Volitional
mac-itai ‘wait’
tac-itai ‘stand’

Carim?

kac-itai win
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Outside of the domain of assimilations in place of articulation, the
most common segmental interaction between consonants and vowels (or,
sometimes, other sonorants) is lenition or weakening. Typical examples
of lenition involve either the voicing of voiceless stops, or the voicing and
spirantization of stops: the conditioning context is a preceding vowel,
sometimes a preceding and following vowel. An example of the spiranti-
zation type of lenition is found in Spanish, where the voiced stops /b, d, g/
become voiced spirants [B, 0, y] after vocoids.

(32) N with N there are N’s
burro kom burro ay Burros ‘donkey’
dedo kon dedo ay 0edos ‘finger’
gato kopgato ay yatos ‘cat’

This can be seen as assimilation of the value [continuant]| from a preced-
ing vocoid.

An example of combined voicing and spirantization is found in Tibetan,
where voiceless noncoronal stops become voiced spirants between vowels.

(33)  Past affirmative Past negative
Caa-Boree ma-Caa-oree ‘g0’
paa-Boree ma-aa-Boree ‘light’
pii-Boree mo-Bii-Boree ‘renounce’
kuu-Boree mo-yuu-Boree ‘wait’
ko-Boree mo-ya-3oree ‘hide’
qoo-Boree ma-K20-Boree ‘take time out’

In some cases, the result of lenition is a glide, so in Axininca Campa,
stem-initial [k, p/ become [y, w| after a vowel.

(34) yaarato ‘black bee’ no-yaaratoti ‘my black bee’
kanari ‘wild turkey’ no-yanariti ‘my wild turkey’
porita ‘small hen’ no-woritati ‘my small hen’

The converse process, whereby spirants, sonorants, or glides become
obstruent stops after consonants, is also found in a number of languages -
this process is generally referred to as hardening. In Kimatuumbi, sono-
rants become voiced stops after a nasal. The data in (35) illustrate this phe-
nomenon with the alternation in stem-initial consonant found between
the singular and plural.

(35) lu-ladla ‘pepper plant’ n-dadla ‘pepper plants’
lu-yima ‘pole’ n-jima ‘poles’
yukuta ‘to be full’ njukata ‘full’
wa ‘to die’ p-gwad.d ‘dead’
lindula ‘to guard’ n-dindilla ‘guarded’

Another context where hardening is common is when the consonant is
geminate. One example is found in Fula, where geminate spirants become
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stops. In (36), plural forms have a medial geminate (this derives by an
assimilation to a following d, so that [cabbi] derives from [caw-di] via the
intermediate stage cawwi).

(36) Plural Diminutive singular
Cabbi Cawel ‘stick’
lebbi lewel ‘month’
pobbi powel ‘hyena’
nebbe newel ‘bean’
leppi lefel ‘ribbon’
koppi kofel ‘ear’
Coppi Cofel ‘chick’

Geminate hardening also occurs in Luganda. In the data of (37), the sin-
gular form of nouns in this particular class is formed by geminating the
initial consonant: the underlying consonant is revealed in the plural.

(37) Singular Plural
ggi ma-gi ‘egg’
ddaala ma-daala ‘ladder’
jjuba ma-yuba ‘dove’
gg"aanga ma-waanga ‘nation’
ddaanga ma-laanga 1ily’

In this language, only sonorants harden to stops.

(38) Singular Plural
ffumu ma-fumu ‘spear’
ffuumbe ma-fuumbe ‘civet’
ssaanja ma-saanja ‘dry plaintain leaf’
zzike ma-zike ‘chimpanzee’
zziga ma-ziga ‘tear’
vviivi ma-viivi ‘knee’

8.2.2 Dissimilation

Less common in the languages of the world are processes of dissimilation,
whereby one of two similar consonants changes to become less like the
other. An example of such a process is lateral dissimilation found in
Sundanese. In this language, the plural is formed by infixing -ar- after the
initial consonant, as seen in (39a). When another r follows within the
stem, the r of the infix dissimilates to I.

(39) Singular Plural
a. kusut k-ar-usut ‘messy’
poho p-ar-oho ‘forget’
gatol g-ar-otol ‘diligent’
poplok p-ar-oplok ‘flop down’
puliat p-ar-uliat ‘stretch’
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tuwarng t-ar-uwan ‘eat’
masak m-ar-asak ‘cook’

b. npirit p-al-irit ‘cut’
nugar n-al-ugar ‘dig up’
combrek c-al-ombrek ‘cold’
bocor b-al-ocor ‘leaking’
bighar b-al-iphar ‘rich’
hormat h-al-ormat ‘respect’

A similar process affects the adjectival suffix -a:lis in Latin, where |1/ dis-
similates to [r] if the preceding stem contains another [1/.

(40) nava:lis ‘naval’ episcopa:lis ‘episcopal’
sola:ris ‘solar’ milita:ris ‘military’
lupana:ris ‘whorish’

Dissimilation of aspiration is attested in other languages such as
Manipuri. In (41), the first consonant of the directional suffixes -t"ok and
k"ot deaspirates if preceded by another aspirate or h (and if the immedi-
ately preceding segment is a vowel or sonorant, the consonant becomes
voiced).

(41) pi-thok ‘give out’ pi-klot ‘give upwards’
cot-thok ‘go out’ cot-klot ‘go upwards’
K"ik-tok ‘sprinkle out’ Khik-kot ‘sprinkle upwards’
hut-tok ‘bore out’ hut-kot ‘bore upwards’
Koy-dok ‘trim out’ Koy-got ‘trim upwards’
thin-dok ‘pierce out’ thin-got ‘pierce upwards’

Many Bantu languages such as Kuria have a voicing dissimilation
process whereby k becomes g when the following syllable has a voiceless
consonant (excluding h). This results in alternations in the form of the
infinitive prefix which is underlyingly /oko/, as well as the second-
singular object prefix [ko/ and the (diminutive) object prefix [ka/. The
data in (42a) motivate the underlying prefix [oko/ and (42b) shows appli-
cation of dissimilation to the prefix. (42c) shows the object prefixes [ko/
and [ka/ which also dissimilate, and (42d) shows the contrasting prefix-
es [go/ and [ga/ which have underlyingly voiced consonants, and do not
assimilate.

(42) a. oko-réma ‘to cultivate’  uku-fdhaaréka ‘to be hurt’
uku-mifioopgoéra ‘to crush’ uku-giipgird ‘to shave’
oko-gddgd ‘to slaughter’ uku-btina ‘to break’
oko-bdcha ‘to vomit’ oko-h6éra ‘to thresh’

b. ogo-tddpga ‘to begin’ ugu-tiudha ‘to be blunt’
ugu-siraanga ‘to sing praise’ ogo-s€€nsd ‘to winnow’

ugu-kya ‘to dawn’ ogo-kéna ‘to run’



242

INTRODUCING PHONOLOGY

c. ogo-ké-bdra

‘to count you sg’

uku-gu-suradpga ‘to praise you sg’
0go-ka-bdrda ‘to count it’
oko-gd-suradnga ‘to praise it’

d. oko-g6-bdra ‘to count it’

uku-gu-suradpga ‘to praise it’

oko-gd-bdrd ‘to count them’ oko-gd-siradpga ‘to praise them’

The language Chukchi has a number of dissimilatory processes. One of
these dissimilates nasality, by changing p to vy before a nasal.

(43) tarap-ok  ‘build a dwelling’
motion-on ‘five’
enawrar-ok ‘to give as a gift’
pet?ip ‘cold’

no-taray-more ‘we built a dwelling’
motioy-more ‘we five’
enawroy-nen ‘he gave it’
pet?iy-pingey ‘boy with a cold’

A second dissimilation in the language changes the first in a sequence

of identical fricatives to a stop.

(44) meniy ‘cloth’ manek-yopo ‘from cloth’
otloy-on ‘father’ otlok-yoyiwg-ew  ‘paternal marking’
Troyray ‘wool’ royrok-yapo ‘from wool’
yeytet-ok ‘to live’ ye-yeytet-tin ‘he lived’
{ompottet-ok ‘tell stories’ +ya-tompottet-den  ‘told stories’
pew-?en ‘woman’ pak-wape-yory-on ‘woman’s sewing’
ityatew-ak ‘to wash’ ityotek-w?i ‘he washed’

An important feature of this rule is that only homorganic clusters dissim-
ilate. Other combinations, such as yy, wé, or ¥y remain unchanged.

(45) kotayyat-ok ‘blow’

Piw-pipig-oty-on  ‘wolf mouse’

ya-n-pera-w-fen  ‘decorated’

Finally, the glide y dissimilates to y before a coronal consonant.

(46) w?ey-ak ‘grass’
pin-qey ‘boy’
Cay ‘tea’
gey-we ‘correct’

geyaqey ‘nestling’

wrey-ti ‘grasses’
pen-qay-Con-on ‘big boy’
Cay-natk-ok ‘to make tea’
gey-tonanvyet ‘truth’
qay-ya?yaq ‘young seagull’

Dissimilation between vowels is also found in languages. One case
comes from Woleiaian, where the low back vowel [a/ becomes [e] before
the low back vowels [a] and [5]. This process affects the causative prefix

/ga/, seen below.

(47) garepa ‘approach it’
ga-siwe ‘make it stand’

ga-besi ‘heat it’
ga-sere ‘make it hit’
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ge-bbaro ‘bend it’ ge-maki ‘give birth to him’
ge-mowe ‘erase it’ ge-totowe ‘support it’
ge-wasir ‘hurt it’ ge-tola ‘make it bloom’

In Wintu, the vowels [e, of become [i, u] before [a/ by a similar kind of
dissimilation.

(48) [lel-a/ — lila ‘to transform’
[lel-u/ — lelu ‘transform!
[lel-it/ — lelit ‘transformed’
|dek-a/ — dika ‘to climb’
|dek/ — dek ‘climb!’
|dek-na:/ — dekna: ‘to step’
|doy-a:/ — duya: ‘to give’
|doy-u/ — doyu ‘givel’
|doy-i/ — doyi ‘gift’

Examples of low vowel dissimilating to nonlow vowels before low vowels
are also found in Kera and Southern Russian. Interestingly, most examples
of dissimilation between vowels are precisely of this nature: we do not
seem to find cases of high vowels dissimilating to nonhigh near other
high vowels.

8.2.3 Other segmental processes

There are other segmental processes which do not neatly fit into the
category of assimilation or dissimilation. One such example is neutraliza-
tion, whereby a phonetic contrast is deleted in some context, which con-
sonants are particularly susceptible to. One case is the neutralization of
laryngeal contrasts in consonants at the end of the syllable, as exempli-
fied by Korean.

(49) Infinitive Conjunctive
ip-o ip-kK'o ‘wear’
kap™a kap-k’'o ‘pay back’
tat-o tat-k’o ‘close’
putio putk’o ‘adhere’
Coch-a Cotko ‘follow’
mok-0 mok-k’o ‘eat’
tak’-a tak-k’o ‘polish’

Another kind of neutralization is place neutralization, which can be
exemplified by Saami. Saami restricts word-final consonants to the set t,
n, 1, 1, s, S, i.e. the voiceless coronal nonaffricates. The data in (50) show
that noun stems can end in an array of consonants, as revealed by the
essive form of the noun which takes the suffix -(i)n, but in the nomina-
tive, which has no suffix, all places of articulation are neutralized to
coronal.
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(50) Nominative sg Essive
oahpis oahpis-in ‘acquaintance’
Coarvus Coarvus-in ‘antlers and skullcap’
gahpir gahpir-in ‘cap’
heevemeahhtun  heevemeahhtun-in  ‘inappropriate’
varit varih-in ‘2-year-old reindeer buck’
Cuoivvat Cuoivvag-in ‘yellow-brown reindeer’
ahhkut ahhkub-in ‘grandchild of woman’
lottaas lottaaj-in ‘small bird’
suohkat suohkad-in ‘thick’
jaa?min jaa?mim-in ‘death’

It is interesting that Saami also neutralizes laryngeal contrasts finally, so
voiced stops become voiceless: it is unknown whether a language may
exhibit neutralization of place contrasts without also having neutraliza-
tion of laryngeal contrasts.

8.3 Prosodically based processes

A second major class of phonological processes can be termed “prosodi-
cally motivated processes.” Such processes have an effect on the structure
of the syllable (or higher prosodic units such as the “foot”), usually by
inserting or deleting a consonant, or changing the status of a segment
from vowel to consonant or vice versa.

Vowel sequences.
processes which eliminate V+V sequences. Many languages disallow

A very common set of prosodic processes is the class of

sequences of vowels, and when such sequences would arise by the combi-
nation of morphemes, one of the vowels is often changed. One of the most
common such changes is glide formation, whereby a high vowel becomes
a glide before another vowel. Quite often, this process is accompanied
with a lengthening of the surviving vowel, a phenomenon known as com-
pensatory lengthening. For example, in Kimatuumbi, high vowels become
glides before other vowels, as shown by the data in (51). The examples on
the left show that the noun prefixes have underlying vowels, and those on
the right illustrate application of glide formation.

(51) mi-kadte ‘loaves’ my-06t6 ‘fires’
li-kupuinda ‘filtered beer’  ly-oowd ‘beehive’
ki-kdlaapgo ‘frying pan’ ky-uuld ‘frog’
i-kdlaapgo ‘frying pans’ y-uild ‘frogs’
lu-to6ndwa ‘star’ Iw-aaté ‘banana hand’
ku-suule ‘to school’ kw-iisiwd ‘to the islands’
mu-kikdlaagpgo  ‘in the frying mw-iikdlaagpgo ‘in the frying

pan’ pans’

Although the stem-initial vowel is long on the surface in these examples,
underlyingly the vowel is short, as shown when the stem has no prefix or
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when the prefix vowel is a. Thus, compare ka-6t6 ‘little fire,” ma-owd
‘beehives,” ka-ild ‘little frog,” até ‘banana hands,” ipukd ‘rats.’

Vowel sequences can also be eliminated by coalescing the two vowels
into a single vowel, often one which preserves characteristics of the indi-
vidual vowel. This happens in Kimatuumbi as well, where the combina-
tions [au/ and /ai/ become [oo] and [ee]. This rule is optional in
Kimatuumbi, so the uncoalesced vowel sequence can also be pronounced
(thus motivating the underlying representation).

(52) a-i-téliike ee-téliike ‘he cooked them’
pa-u-kadtité pod-kadtité ‘when you cut’
pa-bd-i-kdatité pa-bée-kdatité ‘when they cut them’
a-u-kdatite oo-kdatite ‘he cutit’
ka-u-tvumbdka koo-tuumbdka ‘when it was falling’
pa-i-tadbu pee-tadbu ‘where the books are’
pa-u-titili poo-titili ‘where the chicken louse is’
ka-u-méyd kooméyd ‘little white ant’
na-u-cadpu noo-¢adpu ‘with dirt’

The change of /au/ and /ai/ to [00] and [ee] can be seen as creating a com-
promise vowel, one which preserves the height of the initial vowel [a/, and
the backness and roundness of the second vowel.

Sometimes, vowel sequences are avoided simply by deleting one of the
vowels, with no compensatory lengthening. Thus at the phrasal level in
Makonde, word-final [a/ deletes before an initial vowel, cf. lipeeta engaanga —
lipeet engaanga ‘the knapsack, cut it!’, likuka engaanga — likuk engaanga ‘the
trunk, cut it?’, nneemba idanaao — nneemb idanaao ‘the boy, bring him!".

Vowel epenthesis. The converse process of vowel epenthesis is also
quite common. One context that often results in epenthesis is when an
underlying form has too many consonants in a row, given the syllable
structure of the language. Insertion of a vowel then reduces the size of
the consonant cluster. An example of such epenthesis is found in Fula.
In this language, no more than two consonants are allowed in a row. As
the data of (53) show, when the causative suffix [-na/ is added to a stem
ending in two consonants, the vowel i is inserted, thus avoiding three
consecutive consonants.

(53) Continuous Causative
hula hulna ‘laugh’
yara yarna ‘drink’
woya woyna ‘cry’
jula ju:ldna ‘be Muslim’
wurto wurtina ‘come out’
wujja wujjina ‘steal’
yotto yottina ‘arrive’

Another form of vowel epenthesis is one that eliminates certain kinds
of consonants in a particular position. The only consonants at the end of

E In Kimatuumbi, coa- 3
lescence only applies
in a specific grammat-
ical domain, between
vowels of prefixes,
and thus one does not
find this same process
affecting the prefix-
plus-stem combina-
tion found in ka-ild
Tittle frog.’
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the word in Kotoko are sonorants, so while the past tense of the verbs in
(54a) is formed with just the stem, the verbs in (54b) require final
epenthetic schwa.

(54) Infinitive Past Infinitive Past

a. ham-a  hdm ‘yawn’ dan-a dan ‘tie’
skwala skwdl ‘want’ ver-a ver ‘fly’
Iohay-a 1dhay  ‘fear’ law-a law  ‘fight’

b. gaba g3b3 ‘answer’  kad-a kdadd ‘cross’
1ab-a 1ab3 ‘tell’ jaga jagd  ‘cook’
gic-a gicd ‘sweep’ Pka ks  ‘take by force’
sap-a sapd ‘chase’ vit-a vitd  ‘blow on a fire’
vonah-a vonahd ‘vomit’ has-a hdsd  ‘spill’
dav-a davd ‘put’ bavy-a bays ‘split wood’

Another factor motivating epenthesis is a word size, viz. the need to
avoid monosyllabic words. One example is seen in the following data from
Mohawk, where the first-singular prefix is preceded by the vowel { only
when it is attached to a monosyllabic stem.

(55) katirdt-ha? I pullit’
k-ata?kerdhkwa? ‘I float’
k-kétskw-as ‘I raise it’
k-hnimus ‘I buy’
k-tat-s — iktats ‘T offer it’
kya-s — ikyas Tputit’
k-ket-s — ikkets ‘I scrape it’

The adaptation of loanwords into Saami from Scandinavian lan-
guages (Norwegian or Swedish) illustrates a variant on the Mohawk-type
minimal-word motivation for epenthesis. In this case, a vowel is insert-
ed to prevent a monosyllabic stress foot — though interestingly this
requirement is determined on the basis of the Norwegian source,
whereas in the Saami word stress is (predictably) on the first syllable.
Except for a small set of “special” words (pronouns, grammatical
words), words in Saami must be at least two syllables long. Thus the
appearance of a final epenthetic vowel in the following loanwords is
not surprising.

(56) Saami Norwegian
daaigi deig ‘dough’
niibi kniv ‘knife’
vou?na vogn ‘wagon’
muura mur ‘wall’

In contrast, in the following loanwords there is no epenthetic vowel. The
location of stress, which is the key to understanding this problem, is
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marked on the Norwegian source though stress is not marked in the
orthography.

(57) Saami Norwegian
diisdat tirsdag ‘Tuesday’
kaavrret kdvring ‘rusk’
akademihkar akadémiker ‘academic’
miniistar minister ‘minister’
teahter tedter ‘theater’
tempel témpel ‘temple’
orgel orgel ‘organ’
profes’sor proféssor ‘professor’
plasttar pldster ‘plaster’
kaahkal kdkkel ‘glazed tile’

The above examples are ambiguous in analysis, since the source word is
both polysyllabic and has a nonfinal stress. The examples in (58), on the
other hand, show epenthesis when the stress-foot in the source word is
monosyllabic, even though the overall word is polysyllabic.

(58) hoteella hotéll ‘hotel’
maratona maratén ‘marathon’
universiteehta universitét ‘university’
tabeal’la tabéll ‘(time-)table’
privaahta privat ‘private’
kameela kamél ‘camel’
polaara poldr ‘polar’

Onset creation. Consonants can also be inserted. The main cause of con-
sonant insertion is the avoidance of initial vowels or vowel sequences. In
Arabic all syllables begin with a consonant, and if a word has no underly-
ing initial consonant a glottal stop is inserted, thus /al-walad/ — [?alwalad]
‘the boy.’ In the Hare and Bearlake dialects of Slave, words cannot begin
with a vowel, so when a vowel-initial root stands at the beginning of a
word (including in a compound), the consonant h is inserted.

(59) s-0dee ‘my older brother’
dene-h]odee ‘Brother (in church)’
n-anay ‘your (sg) sister-in-law (man speaking)’
[h]anay ‘sister-in-law’
b-ek’éhdi ‘I take care of him/her’
bebi [h]ek’éhdi ‘I take care of the baby’
ku-edehfe — kudehfe ‘I chased them’
sah [h]edéhfe ‘sjhe chased the bear’

In Axininca Campa t is inserted between vowels - this language does not
have a glottal stop phoneme. Thus, [i-N-koma-i/ — [inkomati] ‘he will
paddle.’
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Cluster reduction. Deletion of consonants can be found in languages.
The most common factor motivating consonant deletion is the avoidance
of certain kinds of consonant clusters - a factor which also can motivate
vowel epenthesis. Consonant cluster simplification is found in Korean.

(60) Imperative Conjunctive Indicative
palp-a pal-k’o palta ‘tread on’
ulph-o ul-k’o ul-t’a ‘chant’
ilk-o il-k’o il-t’a ‘read’
halth-a hal-k’o hal-t’a ‘taste’
talm-a tam-k’o tam-t’a ‘resemble’
anc-a an-k’o an-t’a ‘sit down’

Another cause of cluster simplification is the avoidance of certain spe-
cific types of consonant clusters. Shona avoids clusters of the form Cy,
although Cw is perfectly acceptable. The deletion of y after a consonant
affects the form of possessive pronouns in various noun classes.
Demonstratives and possessive pronouns are formed with an agreement
prefix reflecting the class of the noun, plus a stem, -no for ‘this’ and -angu
for ‘my.’ Before the stem -angu, a high vowel becomes a glide. Where this
would result in a Cy sequence, the glide is deleted.

(61) ‘this’ ‘my’ Class
u-no w-angu 3
mu-no mw-angu 18
ku-no kw-angu 17
ru-no rw-angu 11
i-no y-angu 9
ri-no r-angu 6
¢i-no ¢-angu 7
z"i-no zV-angu 8
d%-no d*angu 10

Since [i-angu/ becomes yangu, it is evident that the vowel i does become a
glide before a vowel rather than uniformly deleting.

Stress lengthening and reduction. Processes lengthening stressed vowels
are also rather common. An example of stress-induced vowel lengthening
is found in Makonde, where the penultimate syllable is stressed, and the
stressed vowel is always lengthened.

(62) ku-liim-a ‘to cultivate’
ki-li'm-iil-a ‘to cultivate for’
ki-li'm-ddn-a ‘to cultivate each other’
ki-lim-d'n-iil-a ‘to cultivate for each other’

kd-lim-dn-il-d-lim-d'n-il-a ‘to cultivate for each other continuously’

Arelated process is the reduction of unstressed vowels, as found in English.
From alternations like bordmatr ~ berométrik, mdnopowl ~ mondpaliy, we
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know that unstressed vowels in English are reduced to schwa. Russian also
reduces unstressed nonhigh vowels so that [a, o/ become [9], or [a] in the
syllable immediately before the stress.

(63) [gorod-6k|/ — [goraddk] ‘cities’ |gbrod| — [gbrad| ‘city’
[péda-l] — [pédal] ‘he gave’ |po-da-t’| — [padat’] ‘to give’

Reduction of unstressed vowels can go all the way to deletion, so in
Palestinian Arabic, unstressed high vowels in an open sylable are deleted.

(64) Palestinian Arabic

3sg masc 3sg fem 1sg

hdmal hdmalat hamadlt ‘carry’

kdtab kdtabat katabt ‘write’

ddras ddrasat dardst ‘study’

$irib Sirbat Sribt ‘drink’

nizil nizlat nzilt ‘descend’
fihim fihmat fhimt ‘understand’

Syllable weight limits. Many languages disallow long vowels in syllables
closed by consonants, and the following examples from Yawelmani show
that this language enforces such a prohibition against VVC syllables by
shortening the underlying long vowel.

(65) Nonfuture Imperative Dubitative  Passive aorist
|CcvC| xathin xatk’a xatal xatit ‘eat’
doshin dosk’o do:sol dosit ‘report’
|CVVC| saphin sapk’a sa:pal sa:pit ‘burn’
wonhin wonk’o wo:nol wo:nit ‘hide’

A typical explanation for this pattern is that long vowels contribute extra
“weight” to a syllable (often expressed as the mora), and syllable-final
consonants also contribute weight. Languages with restrictions such as
those found in Yawelmani are subject to limits on the weight of their
syllables.

Stress patterns. Stress assignment has been the subject of intensive
typological study, and has proven a fruitful area for decomposing phono-
logical parameters. See Hayes (1995) for a survey of different stress sys-
tems. One very common stress assignment pattern is the alternating
pattern, where every other syllable is assigned a stress. Maranungku exem-
plifies this pattern, where the main stress is on the first syllable and
secondary stresses are on all subsequent odd-numbered syllables.

(66) tiralk ‘saliva’ mérepét ‘beard’
ydngarmata ‘the Pleaiades’ ldngkaratei ‘prawn’
wélepénemanta ‘duck (sp)’
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A variant of this pattern occurs in Araucanian, where the main stress
appears on the second syllable, and secondary stresses appear on every
even-numbered syllable following.

(67) wulé ‘tomorrow’
tipanto ‘year’
elimuyu ‘give us’
eldaénew ‘he will give me’
kimubaluwulay ‘he pretended not to know’

The mirror image of the Maranugku pattern is found in Weri, where the
last syllable has the main stress and every other syllable preceding has sec-
ondary stress.

(68) pintip ‘bee’
kulipa ‘hair of arm’
ultamit ‘mist’
akuneétepal ‘times’

Finally, Warao places the main stress on the penultimate syllable and has
secondary stresses on alternating syllables before.

(69) yiwarande ‘he finished it’
yapurukitanehdse ‘verily to climb’
enahoroahakutdi ‘the one who caused him to eat’

Another property exhibited by many stress systems is quantity-sensitiv-
ity, where stress is assigned based on the weight of a syllable. Palestinian
Arabic has such a stress system, where stress is assigned to the final sylla-
ble if that syllable is heavy, to the penult if the penult is heavy and the
final syllable is light, and to the antepenult otherwise. The typical defini-
tion of a heavy syllable is one with either a long vowel or a final conso-
nant; however, it should be noted that in Arabic, final syllables have a
special definition for “heavy,” which is that a single consonant does not
make the syllable heavy, but two consonants do.

(70) radydo ‘radio’ qaréet ‘Iread’
katdbt ‘T wrote’ gdra ‘he read’
gdrat ‘she read’ katdbna ‘we wrote’
qaréethum ‘I read them’ kdtabu ‘they wrote’
kdtabat ‘she wrote’ ma katabdt§  ‘she didn’t write’

8.4 Why do things happen?

Two of the central questions which phonological theory has sought
answers to are “why does rule X exist?” and “can rule Y exist?”. Very many
languages have a process changing velars into alveopalatals (k — ¢) before
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front vowels, and a rule voicing voiceless stops after nasals (mp — mb) is
also quite common. It is natural to wonder why such rules would occur in
many languages, and a number of theoretical explanations have been
offered to explain this. It is also important to also ask about imaginable
rules: we want to know, for example, if any language has a rule turning a
labial into an alveopalatal before a front vowel, one devoicing a voiced
stop after a nasal, or one turning {s, m} into {1, k} before {w, $}. Only by
contrasting attested with imaginable but unattested phenomena do theo-
ries become of scientific interest.

Impossible rules. There is a clear and justified belief among phonolo-
gists that the rule {s, m} — {1, k}/ __{w, §} is “unnatural,” and any theo-
ry which predicts such a rule would not be a useful theory. We have seen
in chapter 6 that it is impossible to formulate such a process given the the-
ory of distinctive features, since the classes of segments defining target
and trigger, and the nature of the structural change, cannot be expressed
in the theory. The fact that neither this rule nor any of the innumerable
other conceivable random pairings of segments into rules has ever been
attested in any language gives us a basis for believing that phonological
rules should at least be “possible,” in the very simple technical sense
expressed by feature theory. Whether a rule is possible or impossible must
be determined in the context of a specific theory.
Another pair of rules which we might wonder about are those in (71).

(71) a. mé—nc p¢ — nc
np — mp np — mp
nk — gk nk — gk
it — nt né¢ — nc

b. m¢ — n¢ (not ic) p¢ — né
fp — pp np — mp
nk — gk nk — mk
it — ft né¢ — né

The pattern of alternation in (a) is quite common, and was exemplified
earlier in this chapter as nasal place assimilation. The second pattern of
alternation in (b), on the other hand, is not attested in any language.
Given the nonexistence of the pattern (b), we may ask “why is this pattern
not attested?”

The easy answer to this question is that pattern (b) is not phonetically
natural. This begs the question of how we know what is a phonetically nat-
ural versus an unnatural pattern, and unfortunately the connection
between “actually attested phonological rule” and “phonetically natural”
are so closely intertwined that some people may assume that commonly
occurring rules are by definition phonetically natural, and unattested
rules are unnatural. This is circular: if we are to preclude a pattern such as
(b) as phonetically unnatural, there must be an independent metric of pho-
netic naturalness. Otherwise, we would simply be saying “such-and-such
rule is unattested because it is unattested,” which is a pointless tautology.
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Another answer to the question of why pattern (b) is not attested, but
pattern (a) is, would appeal to a formal property of phonological theory.
We will temporarily forgo a detailed analysis of how these processes can
be formulated - this is taken up in chapter 10 - but in one theory, the so-
called linear theory practiced in the 1960s and 1970s, there was also no
formal explanation for this difference and the rules in (b) were possible,
using feature variable notation. By contrast, the nonlinear theory, intro-
duced in the late 1970s, has a different answer: formalizing such rules is
technically impossible. The mechanism for processes where the output
has a variable value (i.e. the result can be either [+anterior] or [—anterior])
requires the target segment to take the same values for the features, and
to take on all values within certain feature sets. The alternation in (b) does
not have this property (for example, the change of [fip/ to [pp] does not
copy the feature [labial]), and therefore according to the nonlinear theory
this is an unformalizable rule. The process is (correctly) predicted to be
unattested in human language.

Unlikely rules. Now consider a rule p — ¢ | _{i, e}, which seems hardly
different from k — ¢ | _{i, e}, except the latter is common, and the for-
mer is apparently not found in any language. Since we don’t know of
examples, we must wonder why there is such a gap in what is attested.
Perhaps if we had the “right theory,” every rule that is possible under a
theory would actually be attested in some language. In both the linear
and nonlinear theories, these are both technically possible rules.

One legitimate strategy is to assume that this is an accidental gap, and
hope that further research will eventually turn up such a rule. Given that
only a tiny fraction of the world’s languages have been suveyed, this is rea-
sonable. There is a bit of danger in assuming that the apparent nonexis-
tence of labial coronalization is an accidental gap, because we don’t want
to mistakenly ignore the nonexistence of the imaginary rule [s, m/ —
[, k]/—[w, §] as another accidental gap.

The difference between these two kinds of rules lies in an implicit esti-
mation of how big the gap is between prediction and observation. A num-
ber of rules would fall under the rubric “labial coronalization,” which
would be formalizable under standard feature theories:

This number has
never been calculated,
partly because the
nature of the theory
(hence the characteri-
zation “theoretically
possible rule”) changes
rather rapidly, and
partly because phonol-
ogists aren’t usually

(72) p—>¢/ _i p.b—¢& i
p—>¢/_ieetc. p,fb—C, 8,7/ i e etc

If the rules [p] — [¢] | _[i]. [p/| = [¢] | _[i, e] and [p, f, b = [C, S, J] | _[i, €]
were all attested and only the rule [p, b/ — [¢, J] | _[i] were missing,
there would be no question that this is an accidental gap. The number
of rules which can be formulated in standard theories is large, running
in the millions or billions. If we can’t find one or some dozen particu-
lar rules in the hundred or so languages that we have looked at, this
s Y shouldn’t cause serious concern because the chances of finding any one
RS < rule out of the set of theoretically possible rules is fairly low, and this
cecessesssssssssss®  ONe gap is of no more significance than a failure to toss a million-sided
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coin a few hundred times and not have the coin land with side number
957,219 land on top.

We should be a bit more concerned when we identify a somewhat large
class — hundreds or perhaps even a thousand - of possible rules which are
all unattested and which seem follow a discernable pattern (i.e.
“alveopalatalization of labials”). Remember though that we are dealing
with a million-sided coin and only a few hundred tosses of the coin. The
unattested set of rules represents perhaps a tenth of a percent of the log-
ically possible set, and given the small size of the sample of phonological
rules actually available to us, the chances of actually finding such a rule
are still not very high.

The situation with the rule /s, m/ — [1, K] | _[w, §] is quite different. This
rule is a representative of an immense class of imaginable rules formed by
arbitrarily combining sounds in lists. If rules are unstructured collections
of segments changing randomly in arbitrary contexts, then given a mere
8,192 (=2') imaginable language sounds, there are around 10*>°%
different ways to arrange those segments into rules of the type {..} —
{...}/ _{...}, in comparison to around a billion ways with standard rule
theory. Almost every rule which is theoretically predicted under the
“random segment” theory falls into the class of rules of the type [s, m/ —
[I, K] | _[w, §], and yet not a single one of these rules has been attested.
Probability theory says that virtually every attested rule should be of this
type, given how many of the imaginable arbitrary rules there are. This
is why the lack of rules of the type [s, m/ — [, k] | _[w, §] is significant -
it represents the tip of a mammoth iceberg of failed predictions of the
“random phoneme” theory of rules.

Another way to cope with this gap is to seek an explanation outside of
phonological theory itself. An analog would be the explanation for why
arctic mammals have small furry ears and desert mammals have larger
naked ears, proportionate to the size of the animal. There is no inde-
pendent “law of biology” that states that ear size should be directly cor-
related with average temperature, but this observation makes sense
given a little knowledge of the physics of heat radiation and the basic
structure of ears. In a nutshell, you lose a lot of body heat from big ears,
which is a good thing in the desert and a bad thing in the arctic. Perhaps
there is an explanation outside of the domain of phonological theory
itself for the lack of labial coronalization in the set of rules attested
rules.

What might be the functional explanation for the lack of such a
process? We first need to understand what might be a theory-external,
functional explanation for the common change k — ¢/ _{i, e}. In a vast
number of languages, there is some degree of fronting of velar consonants
to [K’] before front vowels. The reason for this is not hard to see: canonical
velars have a further back tongue position, and front vowels have a fur-
ther front tongue position. To produce [ki|, with a truly back [k] and a truly
front [i], the tongue body would have to move forward a considerable dis-
tance, essentially instantaneously. This is impossible, and some compro-
mise is required. The compromise reached in most languages is that the
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tongue advances in anticipation of the vowel [i] during production of [k],
resulting in a palatalized velar, i.e. the output [K*i], which is virtually the
same as [ci], with a “true palatal” stop.

The actual amount of consonantal fronting before front vowels that is
found in a language may vary from the barely perceivable to the reason-
ably evident (as in English) to the blatantly obvious (as in Russian). This
relatively small physiological change of tongue-fronting has a dispropor-
tionately more profound effect on the actual acoustic output. Essentially,
a plain [k] sounds more like a [p] than like [c] ([k] has a lower formant fre-
quency for the consonant release burst), and [c] sounds more like [t] or [¢]
(in having a higher burst frequency) than like [k], which it is physiologi-
cally more similar to. The acoustic similarity of alveopalatals like [C] and
palatals like [c] is great enough that it is easy to confuse one for the other.
Thus a child learning a language might (mis)interpret a phonetic alterna-
tion [Kk] ~ [c] as the alternation [K] ~ [C].

Explaining why k — ¢ | _{i, e} does exist is a first step in understand-
ing the lack of labial coronalization before front vowels. The next ques-
tion is whether there are analogous circumstances under which our
unattested rule might also come into existence. Since the production of
[p] and the production of [i] involve totally different articulators, a bit of
tongue advancement for the production of [i] will have a relatively
negligible effect on the acoustics of the release burst for the labial, and
especially will not produce a sound that is likely to be confused with [¢].
The constriction in the palatal region will be more open for [if after the
release of [p/, because the tongue does not already produce a complete
obstruction in that region (a maximally small constriction) as it does
with [k/. It is possible to radically advance the tongue towards the [iJ-
position and make enough of a palatal constriction during the produc-
tion of a [p] so that a more [C]-like release will result, but this will not
happen simply as a response to a small physically motivated change, as
it does with [Kk/. Thus the probability of such a change - p — ¢ - coming
about by phonetic mechanisms is very small, and to the extent that
phonological rules get their initial impetus from the grammaticaliza-
tion of phonetic variants, the chances of ever encountering labial coro-
nalization are slim.

Another approach which might be explored focuses on articulatory
consequences of velar coronalization versus labial coronalization. Velars
and alveolars involve the tongue as their major articulator, as does [¢],
whereas labials do not involve the tongue at all. We might then conjec-
ture that there is some physiological constraint that prevents switching
major articulators, even in phonological rules. But we can’t just say that
labials never become linguals: they typically do in nasal assimilation. In
fact, there is a process in the Nguni subgroup of Bantu languages (Zulu,
Xhosa, Swati, Ndebele), where at least historically labials become
alveopalatals before w, which is very close to the unattested process
which we have been looking for. By this process, a labial consonant
becomes a palatal before the passive suffix -w-, as in the following data
from Swati.



Phonological typology and naturalness 255

(73) Active Passive
ki-kPandin-a ki-k"andin-w-a ‘dry roast’
kui-kdpa ku-kd$-w-a ‘chop’
ki-k*éb"a ki-k*éj-w-a ‘scrape’
ki-lum-a ka-lun-w-a ‘bite’
ki-nwdb-a ki-nwdc-w-a ‘bury’

This is a clear counterexample to any claim that labials cannot switch
major articulator, and is a rather odd rule from a phonetic perspective
(as pointed out by Ohala 1978). Rather than just leave it at that, we should
ask how such an odd rule could have come into existence. In a number of
Bantu languages, especially those spoken in southern Affrica, there is a low-
level phonetic process of velarization and unrounding where sequences of
labial consonant plus [w] are pronounced with decreased lip rounding and
increased velar constriction, so that underlying [pw/ is pronounced as [p"],
with ["] notating a semi-rounded partial velar constriction. The degree of
velar constriction varies from dialect to dialect and language to language,
and the degree of phonetic constriction increases as one progresses further
south among the Bantu languages of the area, so in Karanga Shona, [pw]/ is
pronounced with a noticeable obstruent-like velar fricative release and no
rounding, as [p¥]. The place of articulation of the velar release shifts further
forward depending on the language and dialect, being realized as [p‘] in
Pedi, or as [p'] in Sotho, and finally as [¢] in Nguni. So what seems like a quite
radical change, given just the underlying-to-surface relation [p/ — [¢] in
Nguni, is actually just the accumulated result of a number of fortuitously
combined, less radical steps.

One of the current debates in phonology — a long-standing debate given
new vitality by the increased interest in phonetics - is the question of the
extent to which phonological theory should explicitly include reference to
concepts rooted in phonetics, such as ease of articulation, perceptability,
and confusability, and issues pertaining to communicative function.
Virtually every imaginable position on this question has been espoused, and
itis certain that the formalist/functionalist debate will persist unresolved for
decades.

Summary The distinction between unattested, rare and well-known patterns in

phonology has been important in the development of theory. How do
we distinguish between actually nonexistent patterns and patterns that
we are unaware of? Which unattested patterns should the formal
theory preclude? Why are certain patterns found in very many
languages? Should the formal theory try to account for frequency of
occurrence? These questions will remain vital research topics in
phonology for many years.

Further reading
Greenberg 1978; Hale and Reiss 2000; Hume and Johnson 2001; Maddiesson 1984.
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A fundamental question in the theory of phonology has been “how
abstract is phonology?”, specifically, how different can the underlying
and phonetic forms of a word be? The essential question is whether gram-
mars use entities that are not directly observed. Related to this is the ques-
tion of whether a linguistic model requiring elements that cannot be
directly observed reflects what the human mind does. The very concept of
a mental representation of speech, such as a phonological surface form
like [soks] socks which is not itself an observable physical event, requires
abstracting away from many specifics of speech. Without generalizing
beyond the directly observable, it would be impossible to make even the
most mundane observations about any language. The question is there-
fore not whether phonology is abstract at all, but rather what degree of
abstractness is required.

If underlying representations are fully concrete - if they are the same
as surface representations — the underlying forms of English [kPorts]
courts and [k"owdz] codes would be |k"ort-s/ and [kPowd-z/. Such an
extremely surface-oriented view of phonology would ignore the fact that
the words have in common the plural morpheme, whose pronunciation
varies according to the environment. By hypothesizing that the underly-
ing form of [k"orts] is [k"ort-z/, we can say that the plural pronounced s in
[kPorts] and the plural pronounced z in [k"owdz] are one and the same
thing. Such abstractness in phonological analysis yields the benefit of
explaining the similaries in pronunciation of the various realizations of the
plural morpheme.

9.1 Why limit abstractness?

First we must understand what motivates concern over abstractness.

9.1.1 Limiting possible analyses

Omne reason to limit the divergence between underlying and surface
forms is to constrain the theory of phonology, to prevent it from making
wrong claims about how languages work. With no constraint on abstract-
ness, every conceivable derivation from underlying to surface form
would in principle be allowed by the theory. Just as the theory of phono-
logy seeks to constrain the concept of “possible rule,” so that an imagi-
nable rule such as {s,p,q,r} — {m,L,t,v} | _ {s, k, 9, m} (unattested in
any human language) can be ruled out on formal grounds, so too might
we wish to rule out a derivation from underlying [q6tija/ to surface
[gordz] as too abstract. Since a goal of linguistic theory has been to
restrict the class of theoretically possible languages to just the type that
is actually observed, limiting abstractness in a well-defined way limits
the number of possible languages.

Another reason for concern over abstractness is that it makes a par-
ticular claim about human cognition, that the mentally stored units of
language can include things that the speaker has not actually heard,
but arrives at by inference based on a line of indirect evidence. Since
first language acquisition does not proceed by conscious reasoning, it
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cannot be taken for granted that everyday academic reasoning skills are
automatically available to children.

Mental reality and language acquisition. This second consideration,
whether abstractness (of some particular degree) is part of human cogni-
tive capacity, is the most important question arising in this debate: this
is a fundamental consideration for a theory such as generative grammar
that seeks a model of language in the mind. Because the details of spe-
cific languages are not built into children at birth but must be induced
from the ambient linguistic data aided by whatever language faculty is
universally available to all humans (i.e. the theory of grammar), a basic
concern regarding the psychological reality of grammatical constructs -
for phonology, rules and underlying forms - is whether they can be
learned from the primary language data.

The role of a universal grammatical component is to make the job of
language acquisition easier, by uncompromisingly removing certain kinds
of imaginable descriptions from consideration. Distinctive features are
one way of making this job easier, since it limits the ways of analyzing
data. Universal constraints on abstractness might similarly help a child
trying to arrive at underlying representation for a language, and there
have been a number of proposals as to the relationship between the
underlying and surface forms. Attractive as it might seem to propose
formal constraints on the theory of grammar to prohibit English from
having |qotija/ be the underlying form of [gordz] garage, we will not actu-
ally assume that this is a matter for the formal theory of grammar; rather,
it is a consequence of how a phonology is learned, thus the question of
abstractness is outside the domain of grammatical theory.

Faced with a word pronounced [dog], a child learning English has no
reason to assume that its underlying form is anything other than /dog|.
But faced with the word atom [@pom| and the related word atomic
[ot"5mik], the child needs to arrive at an underlying representation for
the root on which these two words are based, such that rules of English
phonology can apply to derive the phonetic variants [#pom] and [ot"5m-1k]:
an appropriate representation would be [etom]. It is in the face of such
a specific motivation for an abstract underlying form that we would
assume the underlying form isn’t simply the surface form. The solution to
the so-called problem of abstractness which will be adopted here is, sim-
ply, that abstractness per se is not a problem: what really requires inves-
tigation is the kind of evidence that properly motivates a phonological
analysis.

Abstractness and phonemic representations. One particular degree of
abstractness is widely accepted as self-evident, needing no further justifi-
cation, namely that underlying representations do not contain allophonic
variants of phonemes. It is generally assumed that English [stop], [t"op] are
underlyingly [stop/, [top/, without aspiration, because there is (by assump-
tion) no underlying aspiration in English. Similarly, we know that the
underlying form of [hibip] hitting is /hitip/, not only because the flap is an
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allophone in English, but also because of the related word [htt] hit where
the [t] is directly pronounced. Thus, it is commonly assumed that under-
lying forms are at least as abstract as phonemic representations, with all
allophonically predictable features eliminated.

This assumption can lead to problems. What is the medial consonant in
the underlying form of a word like [wapr| water? Assuming that the flap is
not a phoneme in English (there are no minimal or near-minimal pairs
contrasting [t] or [d] vs. [D]), this forces us to say that it must be something
other than [p]. The word is spelled with t, but spelling is not relevant to
underlying representations. Children acquire words without knowing
how to spell, and most languages of the world are unwritten yet underly-
ing representations must be acquired for all human languages. Spelling is
also unreliable, and could lead us to the unjustified conclusion that the
underlying vowels of [tuw] too, to, two, [Oruw] through, [duw] due and [druw]
drew are all different.

Since [wabpr]| is not composed of a root plus suffix, we cannot look at
related forms to reveal the underlying consonant (as we can in wad-er ver-
sus wait-er, both [weypr]). Any number of hypotheses could be set forth -
[wabr/, [watr/, fwadr/, [wadr/, [wapr/, /wayr|/ and so on. Hypotheses like
[wapr/ and [wavyr/ can be rejected on the grounds that they are pointlessly
abstract, containing segments which do not occur phonetically in English,
and there is no reason to believe that they exist underlyingly. Nothing is
gained by positing such underlying representations, thus nothing justi-
fies these hypotheses. Two facts argue decisively against hypothetical
[wapr/, [wayr| and their ilk. First, there is no evidence for a rule in English
effecting the change [y/ — [D] or /B/ — [D] and addition of such a rule,
required to convert the underlying form into the surface form, rules
against such an analysis since there exist analyses which at least do not
force the inclusion of otherwise unmotivated rules. Second, a specific
choice between [wapr/ and /wayr/, or /[wa?r|/ and innumerable other possi-
bilities which also lack an underlying flap, is totally arbitrary and leaves
the language analyst - student and child alike - with the unresolvable
puzzle “why this underlying form and not some other?”, which can only
be resolved by fiat.

The hypothesis [wadif is less abstract since it is composed only of
observed segments of English; it is, however, factually wrong, because it
would be impossible to craft rules for English to turn [0/ into a flap in this
context (consider father, bother, weather which indicate that there cannot
be a rule changing /d/ into a flap in some context). Only three hypotheses
remain viable: /wapr/, [watr/, and /wadr/. None of these hypotheses posits
surface nonexistent segments, and given the rules of English - Flapping,
specifically — any of these underlying representations would result in the
correct surface form.

There is no standard answer to the question of the underlying form of
water, but certain arguments can be marshalled to support different posi-
tions. We initially rejected the theory that the underlying form might be
[wapr/ because it posits what we assumed to be a nonexistent underlying
segment in the language, but we should reconsider that decision, to at
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least explain our argument for rejecting an underlying flap. Hypothesizing
|wapr| necessitates another phoneme in the inventory of English underly-
ing segments, violating an analytic economy principle which says that you
should select a parsimonious underlying inventory for a language. This
reflects the basic principle of scientific reasoning that simpler, more eco-
nomical solutions are better than complicated solutions that posit unnec-
essary machinery. But no concrete linguistic arguments indicate that elim-
ination of phonemes is an actual goal of phonological acquisition.
Economy of the underlying inventory cannot be judged in a theoretical
vacuum, and in one contemporary theory, Optimality Theory, it is impos-
sible to state generalizations about underlying representations, so it is
impossible to say that English has no underlying flap.

A somewhat stronger argument against allowing an underlying flap is
that the surface distribution of [p] is limited. It only appears between
vocoids (vowels and glides), and only if the following vowel is unstressed,
which is precisely the context where [t,d/ actively are changed into the
flap [p] (hit [hit] ~ hitting [hipwg]; hide [hayd] ~ hiding [haypig]). We can
explain the lack of words in English like *[hip|, *[puwl], *[eefDr| and *[opak],
if we assume that the flap [p] is not in the inventory of underlying seg-
ments of English, and only derives from [t/ or /d/ by this specific rule. This
argument recognizes the importance of capturing major generalizations
about language, which is the central concern of linguistics: it says that it
would be too much of a coincidence if, in assuming underlying /p/ in
water, we failed to note that underlying flap only appears in a very few
contexts.

This argument is founded on the presumption that distribution of seg-
ments in underlying forms cannot be restricted: otherwise we would
simply state a restriction on where underlying flaps appear and let the
underlying form of [wabr] be fully concrete. Some theories do not have
conditions on underlying forms (Optimality Theory), others do.
Something like conditions on underlying forms seems inevitable, since
for example there cannot be any words in English of the form sCVC,
hence *slil, *sneen, *spup, “skuck; yet, it is uncertain what status such conditions
have in the theory of grammar.

Still, even if we decide that the underlying form doesn’t have a flap,
that leaves open the choice between [t/ and /d/, which is purely arbitrary.
The choice might be made by appealing to markedness (chapter 8), insofar
as [t] is a less marked, i.e. crosslinguistically common, segment than [d].
Whether this reasoning is correct remains to be determined empirically.

9.1.2 A principled limit on abstractness?

In connection with our first neutralization rule, final devoicing in
Russian (chapter 4), we explained the alternation [porok] ‘threshold (nom
sg)’ ~ [poroga] ‘threshold (gen sg)’ by saying that underlyingly the stem
ends with [g/. The abstract representation [porog/ for [porok] ‘threshold
(nom sg)’ is justified by the fact that [porok] and [poroga] have the same
root morpheme, and [porog/ is one of the two actually occurring pro-
nunciations of the morpheme. In hypothesizing underlying forms of
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morphemes, we have repeatedly emphasized the utility of considering
any and all of the surface realizations of a given morpheme as candidates
for being the underlying form. We might even advance a formal princi-
ple regarding abstractness (a principle to this effect was proposed in the
theory of Natural Generative Phonology, see Vennemann 1974):

(1) The underlying form of a morpheme must actually be pronounced
as such in some surface form containing the morpheme

When you look at a broad range of phonological analyses, it very often
turns out that the supposed underlying form of a morpheme is indeed
directly observed in some surface form. Nonetheless, such a principle can-
not be an absolute condition on the relation between underlying and sur-
face forms, that is, it cannot be a principle in the theory of grammar.
Recall from chapter 4 that in Palauan, all unstressed vowels become
schwa, and underlying forms of roots may contain two full vowels, for
example [dapob/ ‘cover, [te?ib] ‘pull out,” [petom/ ‘lick.” We are justified in
concluding that the first vowel in [dapob/ is [a/ because it is actually pro-
nounced as such in [moa-ddngob] when the first root vowel is stressed, and
we are justified in concluding that the second vowel is /o] because that is
how it is pronounced in [dopdbl]. Although each hypothesized underlying
vowel can be pronounced in one surface variant of the root or another, no
single surface form actually contains both vowels in their unreduced
form: the hypothesized underlying form /dagob/ is never pronounced as
such, thus our analysis of Palauan is a counterexample to the excessively
restrictive statement (1). Similar examples come from English (cf. the
underlying stem [telegraef] which explains the surface vowel qualities in
[télograf] and [tolégrofiy]) and Tonkawa (cf. [picena/ which is justified
based on the surface forms picna-n-o? and we-pcen-o?). Condition (1) also
runs into problems in Yawelmani (chapter 7), which has a rule shortening
a long vowel before a cluster of two consonants, and another rule insert-
ing i after the first of three consonants. The two rules apply in stems such
as [?a:ml/, so that epenthesis turns [?a:ml-hin/ into [?a:mil-him], and short-
ening turns [?a:ml-al/ into [?amlal]. The problem for (1) is that /?a:ml/ can
never be pronounced as such, since either the vowel is shortened, or i is
inserted.

Rather than abandon the enterprise of doing phonology in these lan-
guages out of misguided allegiance to an a priori assumption about the
relationship between underlying and surface forms, we might consider a
weaker constraint, which allows underlying forms of morphemes to be
composed of segments that are actually pronounced in some attestation
of the morpheme, but disallows representations that are more abstract.

(2) The underlying form of a word must contain only segments actually
pronounced as such in some related word containing the morpheme

Even this cannot be an absolute requirement. One case that runs afoul
of this condition is the case of stem-final voiced stops in Catalan (chapter 5,
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problem 4). There is a rule devoicing final obstruents, and another rule
spirantizing intervocalic voiced stops. These rules result in alternations
such as sek ‘dry (masc)’ ~ seko ‘dry (fem)’ from [sek/, versus sek ‘blind
(masc)’ ~ seyo ‘blind (fem)’ from [seg/. The underlying voiced stop [g/ is
not directly attested in any form of the stem [seg/, and thus runs afoul of
constraint (2).

Another counterexample to (2) is Hehe (chapter 7). That language has
a rule assigning H tone to a penultimate vowel that is not also immedi-
ately preceded by a H. This rule accounts for the position of the second
H tone in words like kii-kam-il-a ‘to milk for,” ki-kam-il-dn-a ‘to milk for
each other,” and the lack of H tone in kii-kam-a ‘to milk’ where the penul-
timate vowel is preceded by an H-toned vowel. Surface forms such as
ki-kam-y-d ‘to cause to milk’ and ki-kam-w-d ‘to be milked’ would seem to
be exceptions, but actually they follow the general pattern perfectly, as
long as we recognize that the underlying forms are [ki-kam-i-a/ and [ka-
kam-u-a/. Given those underlying forms, the H is regularly assigned to
the penultimate vowel giving ki-kam-i-a and ki-kam-i-a, and then the
high vowels become glides before a vowel, causing the H tone to be trans-
ferred to the final vowel. The important point about these examples is
that the assumed vowels of the causative and passive never surface as
vowels: they appear only as glides, since by quirks of Hehe morphology,
the morphemes -i and -u are always followed by a vowel suffix, so they
always undergo glide formation.

9.1.3 Case studies in abstract analysis

We will look in depth at two cases of abstract phonological analysis, one
from Kimatuumbi and one from Sanskrit, where abstract underlying
forms are well motivated; these are contrasted with some proposals for
English, which are not well motivated. Our goal is to see that the problem
of abstractness is not about the formal phonetic distance between under-
lying and surface forms, but rather it involves the question of how strong
the evidence is for positing an abstract underlying representation.

Abstract mu in Kimatuumbi. Kimatuumbi provides an example of an
abstract underlying representation, involving an underlying vowel which
never surfaces as such. In this language, the noun prefix which marks
nouns of lexical class 3 has a number of surface realizations such as [m],
[n], [p] and [mw], but the underlying representation of this prefix is /mu/,
despite the fact that the prefix never actually has that surface manifestation
with the vowel u.

We begin with the effect which nasals have on a following consonant.
Sequences of nasal plus consonant are subject to a number of rules in
Kimatuumbi, and there are two different patterns depending on the
nature of the nasal. One such nasal is the prefix [fi-/, marking nouns and
adjectives of grammatical class 9. When this prefix comes before an
underlyingly voiced consonant, the nasal assimilates in place of articula-
tion to that consonant, by a general rule that all nasals agree in place of
articulation with an immediately following consonant.



264

INTRODUCING PHONOLOGY

(3) Adjective (cl 9) Verb
m-bomwdand bémwaana ‘pointlessly destroy’
p-golokad gbloka ‘be straight’
n-jiluka Jjiluka ‘fall down’

When added to a stem beginning with a nasal consonant, the nasal

deletes.

(4) Adjective (cl1 9) Verb
mamadandwa mdamaandwa ‘nail’
mimind mimina ‘spill’
namadtd ndmata ‘be sticky’

The prefix [fi] causes a following voiceless consonant to become voiced.

(5) Adjective (cl1 9) Verb
n-dinikd tintka ‘cut’
n-demd.d téma ‘chop’
n-japiicad ¢dpiica ‘be clean’

Finally, [ii/ causes a following glide to become a voiced stop, preserving
the place properties of the glide.

(6) Adjective (cl. 9) Verb

f-jukdtad yukuta ‘be full’
p-gwad.d wa ‘die’
p-gwikilyd wikilya ‘cover’

We know that the prefix is underlyingly |fi/ because that is how it sur-
faces before vowel-initial adjectives such as fi-epeési ‘light (cl 9),” #i-iipi
‘short (c1 9).

Different effects are triggered by the nasal of the prefix /mu/ which marks
second-plural subjects on verbs. This prefix has the underlying form /mu/,
and it can surface as such when the following stem begins with a consonant.

(7) mu-buundike ‘you should store’
mu-laabuike ‘you should breakfast’
mu-jiingi ‘you should enter’
mu-godiije ‘you should sleep’

A rule deletes the vowel u preceded by m when the vowel precedes a con-
sonant, and this rule applies optionally in this prefix. Before a stem begin-
ning with a voiced consonant, deletion of the vowel results in a cluster of
a nasal plus a consonant, and m causes nasalization of the following
consonant (compare the examples in (7) where the vowel is not deleted).

(8) m-muundike ‘you should store’
n-naabtike ‘you should breakfast’
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n-fiipgi ‘you should enter’
p-podiije ‘you should sleep’

This reveals an important difference between the two sets of postnasal
processes. In underlying nasal+C sequences such as [i-bomwdand| —
m-bomwdand ‘destroyed (cl 9),’ the nasal only assimilates in place of artic-
ulation to the following C, but in nasal+consonant sequences derived by
deletion of u, the prefixal nasal causes nasalization of a following voiced
consonant.

Another difference between [fiC| versus /muC| is evident when the pre-
fix /mu/ comes before a stem beginning with a nasal consonant. The data
in (9) show that when u deletes, the resulting cluster of nasals does not
undergo nasal deletion. (The reason for this is that /mu/ first becomes a
syllabic nasal m, and nasalization takes place after a syllabic nasal.)

(9) mu-mimiine m-mimiine ‘you (pl) spilled’
mu-noéolite n-noolite ‘you (pl) sharpened’
mu-pdandite p-pdandite ‘you (pl) played’

In comparison, class 9 [i-mimind/ with the prefix [fi/ surfaces as mimind
‘spilled (cl 9),” having undergone degemination.

A third difference between [i+C/ versus /mu+C/ emerges with stems
that begin with a voiceless consonant. As seen in (10), /mu/ simply assimi-
lates in place of articulation to the following voiceless consonant.

(10) mu-padnde m-padnde ‘you should plant’
mu-teleké n-teleké ‘you should cook’
mu-Coné n-Coné ‘you should sew’
mu-kaladpge p-kaladpge ‘you should fry’

Remember, though, that [fif causes a following voiceless consonant to
become voiced, so [fi-tin{kd/ — ndinikd ‘cut (cl 9).’

Finally, /mu/ causes a following glide to become a nasal at the same
place of articulation as the glide.

(11) mu-wikudi p-pwikuli ‘you should cover’
mu-yukiti n-fdketi ‘you should agree’

Underlying [fi/, on the other hand, causes a following glide to become a
voiced stop, cf. [A-wikilyd/ — p-gwik{lyd ‘covered (cl 9).

The differences between [fif and /mu/ go beyond just their effects on
following consonants: they also have different effects on preceding and
following vowels. In the case of /mu/, the preceding vowel lengthens
when u deletes.

(12) iwikuly6 mu-todle ‘you should take cover’
iwikilyéo n-todle id.
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nuimba mu-bomwadne
nuimbaa m-momwadane

‘you should destroy the house’
id.

On the other hand, [fif has no effect on the length of a preceding vowel.

(13) ‘broken cover’

‘destroyed house’

iwikilyo m-bwapwdanika
numbd m-bomwdand

Finally, /ii/ surfaces with [fi] before a vowel and the length of the fol-
lowing vowel is not affected. But /mu/ surfaces as [mw] before a vowel
due to a process of glide formation, and the following vowel is always
lengthened.

(14) Stem
i/ [iipi/ n-iipi ‘short (cl1 9)’
|epeési| n-epeési ‘light (c1 9)’
/mu/ Jumba/ mw-timb-e ‘you should dig’
|eleew/ mw-eeleéw-e ‘you should understand’

A number of properties distinguish /mu/ from [fi/. Apart from the impor-
tant fact that positing these different underlying representations pro-
vides a phonological basis for distinguishing these effects, our choices of
underlying forms are uncontroversial, because the posited forms of the
prefixes are actually directly attested in some surface variant: recall that
the second-plural verbal subject prefix /mu/ can actually be pronounced as
[mu], since deletion of [u/ is optional for this prefix.

Now we are in position to discuss a prefix whose underlying represen-
tation can only be inferred indirectly. The prefix for class 3 nouns and
adjectives is underlyingly /mu/, like the second-plural verbal subject pre-
fix. Unlike the verb prefix, the vowel [u/ of the class 3 noun prefix always
deletes, and /mu/ never appears as such on the surface - its underlying
presence can only be inferred indirectly. A strong indication that this pre-
fix is underlyingly /mu/ is the fact that it has exactly the same effect on a
following consonant as the reduced form of the subject prefix mu has. It
causes a voiced consonant to become nasalized.

(15) Infinitive Adjective (cl 3)
budundika m-muudndika ‘store’
ldabuka n-nadbukd ‘breakfast’
jiipgya n-niingyd ‘enter’
gbofija p-poodénjd ‘sleep’

It forms a geminate nasal with a following nasal.

(16) Infinitive Adjective (cl 3)
madta m-matd.d ‘plaster’
mulika m-mulikd ‘burn’
ndmata n-namdtd ‘be sticky’
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It also does not cause a following voiceless consonant to become voiced.

(17) Infinitive Adjective (cl 3)
pdanda m-padnda ‘plant’
téleka n-teléka ‘cook’
¢ona n-Cond.d ‘sew’
kdlaapga p-kaldapgd ‘fry’

Another reason to believe that this prefix is underlyingly /mu/ is that
when it comes before a stem beginning with a vowel, the prefix shows up
as [mw] and the following vowel is lengthened.

(18) Infinitive Adjective (cl 3)

dlibika mwaalibikd ‘break’
épuka mweeptikd ‘avoid’
ttmba mwiimba ‘dig’

6toka mwootéka ‘puncture’

Under the hypothesis that the class 3 prefix is /mu/, we automatically pre-
dict that the prefix should have this exact shape before a vowel, just as the
uncontroversial prefix /mu/ marking second-plural subject has.

Finally, the data in (19) show that this prefix has the same effect of
lengthening the preceding vowel as the second-plural subject prefix
has.

(19) mwodgo ‘cassava’ mwoogoo m-mou ‘rotten cassava’
mpud ‘football’ mpuda m-puwdanikd ‘broken football’
nkoéta ‘sweets’ nkotda n-nogd.d ‘good sweets’
nkwd ‘spear’ nkwda n-kolo ‘big spear’

The only reasonable assumption is that this prefix is underlyingly /mu/,
despite the fact that the vowel u never actually appears as such. Direct
attestation of a hypothesized underlying segment does provide very clear
evidence for the segment in an underlying form, but underlying forms
can also be established by indirect means, such as showing that one mor-
pheme behaves in a manner parallel to some other which has a known
and uncontroversial underlying form.

Abstract [ai/ and [au/ in Sanskrit. A significantly more abstract repre-
sentation of the mid vowels [e:,0:] is required for Sanskrit. These surface
vowels derive from the diphthongs [ai/, /au/, which are never phonetically
manifested in the language. The surface vowels (syllabics) and diphthongs
of Sanskrit are in (20).

(200 aiurl are irorur: ai awu

Two things to be remarked regarding the inventory are that while the
language has diphthongs with a long first element a:, a:u, it has no
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diphthongs with a short first element. Second, the mid vowels only
appear as long, never short. These two facts turn out to be related.

One phonological rule of the language fuses identical vowels into a sin-
gle long vowel. This process operates at the phrasal level, so examples are
quite easy to come by, simply by combining two words in a sentence.

(21) na ‘not’+asti ‘is’ — na:sti ‘is not’
na ‘not’+a:ste: ‘he sits’ — na:ste: ‘he doesn’t sit’
nadi: ‘river’+iwa ‘like’ — nadi:wa ‘like a river’
yadi ‘if’+i:gwarah ‘lord’ — yadi:gcwarah ‘if the lord’
nadi: ‘river’ +i:cwarah ‘lord’ — nadi:gwarah ‘lord river’
sa:dhu ‘well’+uktam ‘said’ — sa:dhu:ktam ‘well said’

A second process combines long or short a with i and u (long or short), giv-
ing the long mid vowels e: and o:.

(22) ca ‘and’+iha ‘here’ — cecha ‘and here’
ca ‘and’+uktam ‘said’ — co:ktam ‘and said’
sa: ‘she’+uktam ‘said’ — so:ktam ‘she said’
sa: ‘she’+i:gwara ‘O Lord” — se:gwara ‘she, O Lord’

These data point to an explanation for the distribution of vowels noted in
(20), which is that underlying ai and au become e: and o:, and that this is
the only source of mid vowels in the language. This explains why the mid
vowels are all long, and also explains why there are no diphthongs *ai, *au.
There is also a rule shortening a long vowel before another vowel at the
phrasal level, which is why at the phrasal level /a:/ plus [i/ does not form a
long diphthong [a:i].

There is a word-internal context where the short diphthongs ai and au
would be expected to arise by concatenation of morphemes, and where we
find surface e;, o: instead. The imperfective tense involves the prefixation
of a-.

(23) bhar-ati ‘he bears’ a-bhar-at ‘he bore’
tunj-ati ‘he urges’ a-tunj-at ‘he urged’
wardh-ati ‘he grows’ a-wardh-at ‘he grew’

If the stem begins with the vowel a, the prefix a- combines with following
a to give a long vowel, just as a+a — a: at the phrasal level.

(24) aj-ati ‘he drives’ aj-at ‘he drove’
anc-at-i ‘he bends’ a:nc-at ‘he bent’

When the root begins with the vowels i, u, the resulting sequences ai(:),
au(:) surface as long mid vowels:

(25) il-ati ‘he is quiet’ el-at ‘he was quiet’
iks-ati ‘he sees’ eks-at ‘he saw’
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uks-ati ‘he sprinkles’ oks-at ‘he sprinkled’
ubj-ati ‘he forces’ o:bj-at ‘he forced’

These alternations exemplify the rule where [ai,au/ — [e:,0:].

We have shown that [a+i, a+u/ surface as [e:,0:], so now we will con-
centrate on the related conclusion that [e:,0:] derive from underlying /ai,
au/. One argument supporting this conclusion is a surface generalization
about vowel combinations, that when a combines with what would sur-
face as word initial o: or e:, the result is a long diphthong a:u, a:i.

(26) a. ca ‘and’+o:ksat ‘he sprinkled’ — ca:uksat ‘and he sprinkled’

ca ‘and’+e:ksat ‘he saw’ — caiiksat ‘and he saw’
b. ca‘and’+uksati ‘he sprinkles’ — co:ksati ‘and he sprinkles’
ca ‘and’+i:ksati ‘he sees’ — ce:ksati ‘and he sees’

This fusion process makes sense given the proposal that [e:] and [o:] derive
from [ai/ and [au/. The examples in (26b) remind us that initial [e:,0:] in
these examples transparently derive from [a+i/, [a+u/, because in these
examples [a/ is the imperfective prefix and the root vowels u,i can be seen
directly in the present tense. Thus the underlying forms of [ca:uksat] and
[ca:iksat] are [ca#a-uksat] and [ca#a-iksat]. The surface long diphthong
derives from the combination of the sequence of a’s into one long a:.
Other evidence argues for deriving surface [e:,0:] from /ai,au/. There is a
general rule where the high vowels [i,u/ surface as the glides [y,w] before
another vowel, which applies at the phrasal level in the following examples.

(27) e:ti ‘he comes’+rsi ‘seer’ — eityrsi
yadi ‘if’+aham T’ — yady aham
yadi ‘if’+a:ditya:h ‘sons of Aditi’ — yady a:ditya:h
e:ti ‘she comes’+uma: ‘Uma’ — eity uma:
bhawatu ‘let it be’+i:gwarah ‘Lord” — bhawatw i:cwarah
sadhu ‘well’+e:ti ‘he comes’ — sadhw e:ti

The mid vowels [e:, 0:] become [ay, aw] before another vowel (an optional
rule, most usually applied, deletes the glide in this context, giving a vowel
sequence).

(28) prabho: ‘O Master’+e:ti ‘he comes’ —
wane: ‘in the forest’+a:ste: ‘he sits’ —
wane: ‘in the forest’+e:ti ‘he comes’ — wanay e:ti
prabho: ‘O Master’+o:ksat ‘he sprinkled” — prabhaw o:ksat

prabhaw e:ti
wanay a:ste:

This makes perfect sense under the hypothesis that [e:,0:] derive from
[ai,au/. Under that hypothesis, [wanai#a:stai/ undergoes glide formation
before another vowel (just as [yadi#aham/ does), giving [wanay#a:ste:].

Abstractness in English. Now we will consider an abstract analysis
whose legitimacy has been questioned: since the main point being made
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here is that abstract analyses can be well motivated, it is important to con-
sider what is not sufficient motivation for an abstract analysis. A classic
case of questionable abstractness is the analysis of English [0y] proposed in
Chomsky and Halle 1968 (SPE), that [oy] derives from [ce|. In SPE, English
vowels are given a very abstract analysis, with approximately the follow-
ing relations between underlying and surface representations of vowels,
where 1 G/ and so forth represent tense vowels in the transcription used
there.

29 [ — [ay] [af — faw]
lel  — [iy] o] — [aw]
[&]  — [ey] 3l = [ow]
[l — [dy] fal = [2al

The first step in arguing for this representation is to defend the assump-
tion that [ay], [aw] [iy], [uw], [ey], [ow] derive from [i/, [/, [€], [0/, [&] and [3/.
The claim is motivated by the Trisyllabic Laxing alternation in English
which relates the vowels of divine ~ divinity ([ay] ~ [v]), profound ~ profun-
dity ([aw] ~ [9]), serene ~ serenity ([iy] ~ [€]), verbose ~ verbosity (Jow] ~ [o]) and
sane ~ sanity ([ey] ~ [e]). These word pairs are assumed to be morphologi-
cally related, so both words in the pairs would have a common root: the
question is what the underlying vowel of the root is. It is assumed that
tense vowels undergo a process known as Vowel Shift, which rotates a
tense vowel’s height one degree upward - low vowels become mid, mid
vowels become high, and high vowels become low. Another process that is
relevant is Diphthongization, which inserts a glide after a tense vowel
agreeing in backness with that vowel. By those rules (and a few others),
[s®&n|/ becomes [seyn|, [serén/ becomes [soriyn] and [divin/ becomes
[dovayn]. By the Trisyllabic Laxing rule, when a tense vowel precedes the
penultimate syllable of the word the vowel become lax, which prevents
the vowel from shifting in height (shifting only affects tense vowels).
Accordingly, [dovayn] and [dovinatiy] share the root [dovin/. In [dovayn],
the tense vowel diphthongizes to [doviyn]|, which undergoes Vowel Shift.
In /dovin-iti/, the vowel [i/ instead undergoes Trisyllabic laxing, and there-
fore surfaces as [1].

In this way, SPE reduces the underlying vowel inventory of English to [/
[a] |/ |o] |&] |a] |3/, plus the diphthong [oy/. Having eliminated most of the
diphthongs from underlying representations, we are still left with one
diphthong. In addition, there is an asymmetry in the inventory, that
English has three out of four of the possible low tense vowels, lacking a
front round vowel [ce]. It is then surmised that this gap in the system of
tense vowels, and the remaining diphthong, can both be explained away
simultaneously, if [oy] derives from underlying /ce/. Furthermore, given
the system of rules in SPE, if there were a underlying vowel e/, it would
automatically become [oy].

Briefly, [ce/ undergoes diphthongization to become @y because @ is a
front vowel and the glide inserted by diphthongization has the same
backness as the preceding tense vowel. The vowel @is subject to backness
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readjustment which makes front low vowels [+back] before glides (by the
same process, ey which derives from [i/ by Vowel Shift becomes [ay]).
Since hypothesized [ce/ does not become *[¢], and must remain a low
vowel in order to undergo backness adjustment, Vowel Shift must not
apply to /ce/. This is accomplished by constraining the rule to not affect a
vowel whose values of backness and roundness are different.

What constitutes a valid motivation? This analysis of [dy] is typical of
highly abstract phonological analyses advocated in early generative
phonology, where little concern was given to maintaining a close relation
between surface and underlying forms. The idea of deriving [oy] from /ce/
is not totally gratuitous, since it is motivated by a desire to maintain a
more symmetrical system of underlying representations. But the goal of
producing symmetry in underlying representations cannot be main-
tained at all costs, and whatever merits there are to a symmetrical, more
elegant underlying representation must be balanced against the fact that
abstract underlying forms are inherently difficult for a child to learn. Put
simply, the decision to analyze English vowels abstractly is justified only
by an esoteric philosophical consideration - symmetry - and we have no
evidence that this philosophical perspective is shared by the child learn-
ing the language. If achieving symmetry in the underlying form isn’t a
sufficient reason to claim that [oy] comes from /ce/, what would motivate
an abstract analysis?

Abstractness can easily be justified by showing that it helps to account
for phonological alternations, as we have seen in Palauan, Tonkawa,
Kimatuumbi, Hehe and Sanskrit. No such advantage accrues to an
abstract analysis of [0y] in English. The only potential alternations involv-
ing [oy] are a few word pairs of questionable synchronic relatedness such
as joint ~ juncture, point ~ puncture, ointment ~ unctious, boil ~ bullion, joy ~
jubilant, soil ~ sully, choice ~ choose, voice ~ vociferous, royal ~ regal. This hand-
ful of words gives no support to the abstract hypothesis. If underlying [ce/
were to undergo laxing, the result should be the phonetically nonexistant
vowel [ce], and deriving the mixture of observed vowels [A], [u], [uw], [ow],
or [iy] from [ce] would require rather ad hoc rules. The hypothesized
underlying vowel system [1 T € 0 & 3 e/ runs afoul of an otherwise valid
implicational relation in vowel systems across languages, that the pres-
ence of a low front rounded vowel (which is one of the more marked vow-
els in languages) implies the presence of nonlow front round vowels. This
typological implicational principle would be violated by this abstract
analysis of English, which has no underlying /i, 6/: in other words, ideali-
zations about underlying forms can conflict.

An important aspect of the argument for [0y] as [ce/ is the independent
motivation for the rules that would derive [oy]. The argument for those
rules, in particular Vowel Shift, is not ironclad. Its motivation in syn-
chronic English hinges on alternations of the type divine ~ divinity, pro-
found ~ profundity, but these alternations are lexically restricted and
totally unproductive in English (unlike the phonological alternations in
the form of the plural suffix as well as the somewhat productive voicing
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alternation in life ~ lives). A consequence of the decision to analyze all
cases of [ay| as deriving from /1] is that many other abstract assumptions
had to be made to explain the presence of tense vowels and diphthongs
in unexpected positions (such as before the penultimate syllable).

To account for the contrast between contrite ~ contrition, where [if
becomes lax and t — §, versus right ~ righteous, where there is no vowel lax-
ing and t — ¢, it was claimed that the underlying form of right is [rixt/, and
rules are developed whereby [ixC| — [ayC|. Abstract [x/ is called on to
explain the failure of Trisyllabic Laxing in the word nightingale, claimed to
derive from |nixtVngal/. To explain the failure of Trisyllabic Laxing in
words like rosary, it is assumed that the final segment is [y and not [i/, viz.
[r3sVry/. Other examples are that the contrast between veto (with no flap-
ping and a secondary stress on [o]) vs. motto (with flapping and no stress
on [0]) was predicted by positing different vowels — [moto/ vs. [veto/, even
though the vowel qualities are surface identical. Words such as relevance
are claimed to contain an abstract nonhigh front glide, whose function is
to trigger assibilation of [t/ and then delete, so relevance would derive from
[relevant€/, the symbol [/ representing a nonsyllabic nonhigh front vocoid
(a segment not attested in any language to date).

It is not enough to just reject these analyses as being too abstract, since
that circularly answers the abstractness controversy by fiat. We need to
pair that rejection with an alternative analysis that states what we do do
with these words, and this reanalysis formed a significant component of
post-SPE research. More importantly, we need to identify the methodolog-
ical assumptions that resulted in these excessively abstract analyses. One
point which emerged from this debate is that a more conservative stance
on word-relatedness is called for. A core assumption in phonological analy-
sis is that underlying representations allow related words to be derived
from a unified source by rules. The concept “related word” needs to be
scrutinized carefully, because liberally assuming that “related words”
have common underlying forms can yield very abstract analyses.

Word relatedness. Consider word pairs such as happy/glad, tallfllong, and
young/old. Such words are “related,” in having similar semantic properties,
but they are not morphologically related, and no one would propose deriv-
ing happy and glad from a single underlying root. Nor would anyone pro-
pose treating such pairs as brain/brandy, pain[pantry, grain/grant as involv-
ing a single underlying root, since there is no semantic relation between
members of the pair. Pairs such as five[punch are related historically, but
the connection is known only to students of the history of English. The
words father and paternal are related semantically and phonologically, but
this does not mean that we can derive father and paternal from a common
root in the grammar of English. It may be tempting to posit relations
between choir and chorus, shield and shelter, or hole and hollow, but these do
not represent word-formation processes of modern English grammar.
The concept of “relatedness” that matters for phonology is in terms of
morphological derivation: if two words are related, they must have some
morpheme in common. It is uncontroversial that words such as cook and
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cooked or book and books are morphologically related: the words share
common roots cook and book, via highly productive morphological
processes which derive plurals of nouns and past-tense forms of verbs. An
analysis of word formation which failed to capture this fact would be
inadequate. The relation between tall and tallness or compute and com-
putability is similarly undeniable. In such cases, the syntactic and seman-
tic relations between the words is transparent and the morphological
processes represented are regular and productive.

Some morphological relations are not so clear: -ment attaches to some
verbs such as bereavement, achievement, detachment, deployment, payment,
placement, allotment, but it is not fully productive since we don’t have *think-
ment, *takement, *allowment, *intervenement, *computement, *givement. There
are a number of verb/noun pairs like explain/explanation, decline/declination,
define/definition, impress/impression, confuse/confusion which involve affixa-
tion of -(Vt)-ion, but it is not fully productive as shown by the nonexistence
of pairs like contain/*contanation, refine/*refination, stress/*stression,
impose/“imposion, abuse/*abusion. Since it is not totally predictable which -ion
nouns exist or what their exact form is, these words may just be listed in
the lexicon. If they are, there is no reason why the words could not have
slightly different underlying forms.

It is thus legitimate to question whether pairs such as verbose/verbosity,
profound/profundity, divine/divinity represent cases of synchronic derivation
from a single root, rather than being phonologically and semantically
similar pairs of words, which are nevertheless entered as separate and
formally unrelated lexical items. The question of how to judge formal
word-relatedness remains controversial to this day, and with it, many
issues pertaining to phonological abstractness.

9.2 Independent evidence: historical restructuring

Paul Kiparsky’s seminal 1968 paper “How abstract is phonology?” raises
the question whether limits on abstractness are possible and desirable.
Kiparsky’s concern is the postulation of segments which are never real-
ized, where a language is assumed to have an underlying distinction
between two segments which are always phonetically merged. A classic
example is Hungarian, which has a vowel harmony rule where suffix vow-
els agree with the preceding vowel in backness, e.g. ha:z-am ‘my house,’ fiil-
em ‘my ear,’ vi:z-em ‘my water.” A small number of roots with the front vow-
els [i: i e:] always have back vowels in suffixes, e.g. he;j-am ‘my rind,” nyi:l-
am ‘my arrow.” The abstract analysis is that these roots have underlying
back vowels [i i: 9:], which later become front vowels. This move makes
these roots phonologically regular. The reasoning is that since these front
vowels seem to act as though they are back vowels, in terms of the vowel
harmony system, maybe they really are back vowels at a deeper level.
Kiparsky terms this kind of analysis absolute neutralization, to be dis-
tinguished from contextual neutralization. In contextual neutraliza-
tion, the distinction between two underlying segments is neutralized in
some contexts, but is preserved in others. Final devoicing in Russian is
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contextual neutralization because in the words [porok/ and [porog/, the
distinction between k and g is neutralized in the nominative singular
[porok], but is maintained in genitive [poroka] vs. [poroga]. With absolute
neutralization, the distinction is eliminated in all contexts, and thus in
Hungarian, i/ is always neutralized with [i/. Kiparsky argues that while
contextual neutralization is common and has demonstrable psychologi-
cal reality, absolute neutralization is a theoretically constructed fiction.

In arguing against absolute neutralization, Kiparsky faces the challenge
that a number of cases of such abstractness had been postulated, so good
reasons for rejecting those analyses must be found. Kiparsky focuses on
the extent to which the psychological reality of theoretical constructs can
be measured - this is an important consideration since linguistic theories
are usually intended to be models of the psychological processes underly-
ing linguistic behavior. The problem is that it is impossible to directly test
whether linguistic constructs are psychologically valid by any simple or
obvious tests. Linguistic properties are highly abstract, and not easily test-
ed in the same way that one can experimentally test the ability to perceive
touch or distinguish colors or sounds. Kiparsky argues that one can, in
certain circumstances, use the pattern of language change as a theory-
external test of grammatical theories. It is argued that historical sound
change can provide just such a test.

An abstract phonological distinction cannot be justified on the basis of
the fact that two historically distinct sounds merge in the history of a lan-
guage, so even if it were shown that Hungarian he;j ‘rind’ and nyi:l ‘my
arrow’ derived from earlier *ho:;j and *ny#l, this would not be evidence for
an abstract underlying form in modern Hungarian. A child learning the
language has no access to this kind of historical information. What
Kiparsky points out is that you can inspect a later stage of a language to
learn about the analysis of a language that was actually given at an ear-
lier stage of the language, and then adduce general principles about
grammars based on such independent evidence.

9.2.1 Yiddish final devoicing

The history of Yiddish devoicing is one example of such evidence. In the
oldest forms of German, represented by Old High German, there was no
restriction against word-final voiced consonants, so Old High German had
words like tag ‘day’ ~ taga ‘days,” gab ‘he gave’ ~ gabumes ‘we gave,” sneid
‘he cut’ ~ snidan ‘to cut,” hand ‘hand,’ land ‘land.” Between 900 and 1200
in the Middle High German period, a rule of devoicing was added, which
resulted in tac ‘day’ ~ tage ‘days,” gap ‘he gave’ ~ gaben ‘we gave,” sneit ‘he
cut’ ~ sniden ‘to cut, hant ‘hand’ ~ hende ‘hands,” wec ‘road’ ~ weges
‘roads.’

Around this time, Yiddish began to develop as a language separate from
German, and would have shared this devoicing rule. Devoicing of final
consonants in Yiddish is attested in manuscripts from the thirteenth cen-
tury where the word for ‘day’ is written <tak>, using the letter kuf [k] and
not gimel [g]. In some dialects, such as Central and Western Yiddish, this
devoicing persists up to today, where you find tak ‘day’ ~ tag-n ‘days,” lant
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‘land’ ~ lend-or ‘lands,” with the stem-final voiced consonants of [tag/ and
/land/ undergoing final devoicing in the singular. In some dialects such as
the Northeastern dialect of Yiddish, the devoicing rule was lost from the
grammar, so that dialect has tog ‘day’ ~ tog-n ‘days,” where the originally
voiced consonant reappears as voiced. This process where an earlier sound
change is dropped from the grammar is known as reversal of sound
change: consonants revert to their original state found before the sound
change applied.

There are mysterious exceptions to restoration of original voiced conso-
nants. One case is the word gelt ‘money,” which derives historically from
geld with a voiced consonant. The reason for the different treatments of
gelt and tag, words which both ended with voiced consonants at earlier
stages of the language, is the difference in the presence or absence of
phonological alternations within the paradigm of a word. In the case of
tag, the plural form had a suffix -n, and so while the singular was subject
to devoicing, the plural was not: this word had the paradigmatic alterna-
tions [tak] ~ [tagn|. On the basis of these alternations, a child learning the
language would have no problem discovering that the underlying form of
the stem is [tag/. It is expected that once the final devoicing rule is lost,
the underlying form [tag| resurfaces since there is no longer a devoicing
rule.

In the word gelt, the situation was different. There was no inflectional
ending which followed this particular noun. At the earliest stages of the
language, a child learning the language only encounters [geld|, and there
would be no basis for assuming that the underlying form is anything
other than /geld/. When the devoicing rule was added to the grammar, the
pronunciation of the word changed to [gelt]. Since this particular conso-
nant was always word-final, the devoicing rule would have always applied
to it, so the stem only had the phonetic form [gelt]. Although either /geld/
or /gelt/ as underlying form would yield the surface form [gelt], there is no
reason to assume that the surface and underlying forms are different. A
priori criteria may support one decision or the other, but what we need to
know is, what independent test tells us that our reasoning is correct? The
loss of the devoicing rule provides exactly the needed empirical test: it
allows us to know what underlying form Yiddish-learning children must
have assumed at this earlier stage. Knowing the actual underlying form
provides an important insight into the learning strategies that children
make during language acquisition.

When the devoicing rule was added, there were no alternations in gelt
so a child would have no reason to assume that the underlying form of the
word is anything other than /gelt/. The child never hears geld, and has no
reason to think that the underlying form is different from /gelt/. At an
even later stage, the rule of final devoicing is dropped from the grammar
of certain dialects. This allows the underlying and historically original
voiced consonant of tag to be pronounced again, since it is no longer sub-
ject to devoicing and thanks to the paradigmatic k ~ g alternation the
underlying form was established as being [tag/. This rule loss has no effect
on gelt, since despite being derived historically from a voiced consonant,
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the final consonant of the stem had been reanalyzed as [t/ — a reanalysis
predicted by the presumption that an underlying form is different from
the surface form only if there is good reason for assuming so. Because
there are no alternations for this word, there was no reason to assume an
abstract underlying form.

Another important kind of exception to the reversal of devoicing is seen
in the adverb avek ‘away.” This word was originally aveg, with a voiced con-
sonant. This adverb also had no inflected relatives which allowed the under-
lying voicing of the final consonant to be unambiguously determined, so
once the devoicing rule was added to the grammar, it was impossible to
determine whether the underlying form was [avek| or Javeg/. Again, starting
from the assumption that underlying forms do not deviate from surface
forms without reason, there is no reason to assume that phonetic [avek]
derives from anything other than [avek/, since the word is actually pro-
nounced [avek]. The fact that the underlying form is directly revealed as avek
in the dialects which dropped devoicing supports this decision.

The example also reveals something interesting about what might (but
does not) constitute a “reason” for abstractness. The adverb avek is histori-
cally related to the noun veg ‘way.’ The voicing of the last consonant in the
noun stem can be recovered within the paradigm given the earlier alter-
nations vek ‘way’ ~ vegn ‘ways,” because the singular and plural forms of
the noun are clearly related to each other. The evidence from the plural
noun had no impact on the child’s selection of the underlying form for
the adverb, since there is no synchronic connection between the adverb
and the noun - no process derives nouns and adverbs from a unified
source, so nothing connects the words for ‘way’ and ‘away.” The divergence
of veg and avek in Yiddish points out that you cannot freely assume that
any two phonetically and semantically similar words are actually derived
from a single underlying form.

9.2.2 Historical evidence and the treatment
of absolute neutralization

Kiparsky draws two main conclusions from this and similar cases. First,
he points out that in lieu of alternations supporting abstractness, the sur-
face and underlying forms should be assumed to be identical: alternations
are central to supporting an abstract underlying form. Second, and more
controversially, these examples are used in an argument against the psy-
chological reality of absolute neutralization. The argument is as follows.
Cases such as Yiddish show the psychological reality of contextual neu-
tralization, since it can be reversed. However, there is no known case
where absolute neutralization has been historically reversed: if absolute
neutralization had the psychological reality of contextual neutralization,
we would expect to find a reversal of absolute neutralization, and we have
not. Therefore, putative cases of absolute neutralization lack psychologi-
cal reality.

Kiparsky proposes that morphemes which seem to motivate abstract
segments are simply lexical exceptions to the rule in question: they fail to
undergo or trigger a rule. For the problematic roots of Hungarian where
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front vowels seem to trigger back harmony, such as hej-am ‘my rind,
nyi:l-am ‘my arrow,” the proposal is that these roots are marked as excep-
tions to vowel harmony. On the assumption that harmonizing suffixes all
contain underlying back vowels, the fact that back vowels appear in suf-
fixes after these roots boils down to the fact that the suffixes have under-
lying back vowels, and since these roots do not trigger vowel harmony the
underlying vowel quality is preserved on the surface.

9.3 Well-motivated abstractness

While it is certainly true that some putative processes of absolute neu-
tralization are not well supported and the abstract property only diacriti-
cally marks a root as an exception to one rule, there are internally well-
supported cases of absolute neutralization. Two famous cases are
Yawelmani discussed by Kisseberth (1969), and Maltese discussed by Brame
(1972).

9.3.1 Yawelmani /u:/

Aspects of Yawelmani have been discussed in chapter 7. Two of the most
important processes are vowel harmony and vowel shortening. The exam-
ples in (30) demonstrate the basics of vowel harmony: a suffix vowel
becomes rounded ifit is preceded by a round vowel of the same height.

(30) Nonfuture  Imperative  Dubitative  Passive aorist

xat-hin xat-k’a xat-al xat-it ‘eat’

dub-hun dub-k’a dub-al dub-ut ‘lead by hand’
xil-hin xil-k’a xil-al xil-it ‘tangle’
K’o?-hin k’o?-K’o k’o?-ol Ko?-it ‘throw’

Thus the root vowel Jo/ has no effect on the suffixes /hin/ and /[it/ but caus-
es rounding of [k’a/ and /al/ — and the converse holds of the vowel [u].

The data in (31) show that long vowels cannot appear before two conso-
nants. These stems have underlying long vowels and, when followed by a
consonant-initial affix, the vowel shortens.

(31) Nonfuture  Imperative  Dubitative  Passive aorist

dos-hin dos-k’o do:s-ol do:s-it ‘report’
sap-hin sap-k’a sa:p-al sa:p-it ‘burn’
mek’-hin mek’-k’a me:Kk’-al me:K-it ‘swallow’

Another class of verb roots has the surface pattern CVCV:C - the pecu-
liar fact about these roots is that the first vowel is always a short version
of the second vowel.

(32) Nonfuture Imperative  Dubitative  Passive aorist
p’axathin p’axatk’a plaxait-al p’axa:t-it ‘mourn’
?opot-hin ?opotk’o  ?opo:t-ol  Popo:t-it ‘arise from bed’
yawal-hin yawal-k’a  yawail-al yawa:l-it ‘follow’
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There are problematic roots in (33). Although the stem vowel is a mid
vowel, a following nonhigh vowel does not harmonize - they seem to be
exceptions. Worse, a high vowel does harmonize with the root vowel, even
though it does not even satisfy a basic phonological requirement for har-
mony (the vowels must be of the same height).

In [wo: Puy-hun],
[do:lul-hun], the
second vowel is
epenthetic, so these
roots underlyingly
have the shape
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(33)  Nonfuture Imperative Dubitative  Passive aorist
3 CVICC, parallel to c’om-hun c’om-K’a c’o:m-al c’o:m-ut ‘destroy’
: [Pa:mil-hin] ~ sog-hun sog-k’a so:g-al so:g-ut ‘uncork’
[Pamial] ‘help. wo:?uy-hun  wo:?uy-k’a  wo?y-al wo?y-ut ‘fall asleep’
T do:lul-hun do:lul-k’a doll-al doll-ut ‘climb’

A noteworthy property of such roots is that their vowels are always long.

There is another irregularity connected with certain surface mid vow-
els. The data in (34) illustrate a set of CVCVV(C) roots, where, as we noticed
before, the two vowels are otherwise identical. In these verbs, the second
long vowel is a nonhigh version of the first vowel.

(34) Nonfuture Imperative Dubitative Passive aorist
hiwet-hin hiwet-k’a hiwe:t-al hiwe:t-it ‘walk’
?ile:-hin Pile-k’ Pile-l Pile-t ‘fan’
sudok’-hun sudok’-k’a sudo:k’al sudo:k’-ut ‘remove’
t'unoy-hun t'unoy-k’a t'uno:y-al t'unoy-ut ‘scorch’
c’uyo:-hun cuyo-k’ cuyo-l c’uyo-t ‘urinate’

The surface mid vowels of these stems act irregularly for harmony - they
do not trigger harmony in mid vowels, so they do not act like other mid
vowels. They also exceptionally trigger harmony in high vowels, as only
high vowels otherwise do.

When you consider the vowels of Yawelmani - [i e a o u e: 0: a;] - you see
that long high vowels are lacking in the language. The preceding myster-
ies are solved if you assume, for instance, that the underlying stem of the
verb ‘scorch’ is [tunu:y|. As such, the root would obey the canonical
restriction on the vowels of a bivocalic stem - they are the same vowel -
and you expect [u:/ to trigger harmony on high vowels but not on mid
vowels, as is the case. A subsequent rule lowers [u:/ to [o:], merging the dis-
tinction between underlying [o:/ and [u:/.

The assumption that [u:/ becomes [0:] and therefore some instances of
[o] derive from [u:| explains other puzzling alternations. There is a vowel
shortening process which applies in certain morphological contexts. One
context is the causative, which adds the suffix -a:la and shortens the
preceding stem vowel.

(35) Nonfuture plain Nonfuture causative
tis-hin tis-a:la-hin ‘come out’
hoyo:-hin hoy-o:lo-hin ‘have a name’
mek’-hin mik’-a:la-hin ‘eat’

c’om-hun c’'um-a:la-hin ‘destroy’
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We have seen in (33) that the root [c’o:m]| has the phonological character-
istics of an abstract vowel, so given the surface-irregular pattern of vowel
harmony in c’om-hun, c’om-k’a we can see that the underlying vowel must
be a high vowel. The fact that the vowel actually shows up as a high vowel
as a result of the morphologically conditioned shortening rule gives fur-
ther support to the hypothesized abstract underlying vowel.

The approach which Kiparsky advocates for absolute neutralization
does not work for Yawelmani: these words are not exceptions. Being an
exception has a specific meaning, that a given morpheme fails to undergo
or trigger a rule which it otherwise would undergo. The fact that vowel
harmony does not apply in c'o:m-al can be treated as exceptionality. But
this root does actually trigger vowel harmony, as shown by c'o:m-ut, and
such application is problematic since the rule is applying when the for-
mal conditions of the rule are not even satisfied on the surface. Marking
a root as an exception says that although the root would be expected to
undergo a rule, it simply fails to undergo the rule. What we have in
Yawelmani is something different - a form is triggering a rule even
though it should not. The exceptionality analysis also offers no account of
stems such as c'uyo:-hun, where the first vowel should have been a copy of
the second vowel but instead shows up as a high vowel; nor does the excep-
tionality account have any way to explain why the “exceptional” roots
show up with high vowels when the root is subject to morphological vowel
shortening as in c'om-hun ~ c'um-a:la-hin.

9.3.2 Maltese /S/

Another well-supported case of absolute neutralization comes from
Maltese. We will just outline the basics of the argument: you should read
Brame (1972) to understand the full argument. After outlining some basic
phonological processes, we consider examples which seem superficially
inexplicable, but which can be explained easily if we posit an abstract
underlying consonant [/.

9.3.2.1 Basic Maltese phonology

Stress and apocope. (36) examplifies two central processes of the lan-
guage, namely stress assignment and apocope. Disregarding one conso-
nant at the end of the word, the generalization is that stress is assigned to
the last heavy syllable — one that ends in a (nonfinal) consonant or one
with a long vowel.

(36) séna ‘year’ sultdan ‘king’
Pattdus ‘cat’ hddura ‘greenness’
hdtaf ‘he grabbed’ béza? ‘he spat’
hatfet ‘she grabbed’ béz?-et ‘she spat’
htaft ‘I grabbed’ bza?-t ‘I spat’
htdfna ‘we grabbed’ bzd?-na ‘we spat’

The second group illustrates apocope, which deletes an unstressed vowel
followed by CV. The underlying stem of the word for ‘grabbed’ is [hataf],
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seen in the third-singular masculine form. After stress is assigned in third-
singular feminine [hataf-et/, (37) gives surface [hataf-et].

(37) \% -0/ _CV Apocope
[—stress]

In [hataft| stress is assigned to the final syllable since that syllable is
heavy (only one final consonant is disregarded in making the determina-
tion whether a syllable is heavy), and therefore the initial vowel is deleted
giving [htaft].

Unstressed reduction and harmony. Two other rules are unstressed-
vowel reduction and vowel harmony. By the former process, motivated in
(38), unstressed i reduces to e. The third-singular feminine suffix is underly-
ingly [-it/, which you can see directly when it is stressed. The underlying form
of kiteb is [kitib/. When stress falls on the first syllable of this root, the second
syllable reduces to e, but when stress is final, the second syllable has i.

(38) hdtfet ‘she grabbed’ hatfitkom ‘she grabbed you (pl)’
béz?-et ‘she spat’ bez?-it-l-ek ‘she spat at you’
kiteb ‘he wrote’ ktib-t ‘I wrote’

Thus the following rule is motivated.

(39) i — [—hi] Unstressed V-reduction
[—stress]

By vowel harmony, [i/ becomes [0] when preceded by o.

(40) korob ‘he groaned’ koérb-ot ‘she groaned’
Sérob ‘he drank’ Sérb-ot ‘she drank’

Surface kérb-ot derives from [korob-it/ by applying stress assignment, the
vowel harmony in (41), and apocope.

(41) i— [+round]/ \Y% Co _ Harmony
[+round]

Epenthesis. The data in (42) illustrate another rule, which inserts [i]
before a word-initial sonorant that is followed by a consonant.

(42) larat ‘he hit’ réhos ‘it (masc) became cheap’
la?t-et ‘she hit’ rohs-ot ‘it (fem) became cheap’
ilPatt ‘T hit’ irhos-t ‘I became cheap’
il?dt-na ‘we hit’ irhés-na  ‘we became cheap’
mdrad ‘he became sick®  néfah ‘he blew’
madrd-et ‘she became sick® néfh-et  ‘she blew’
imrdd-t ‘I became sick’ infdh-t ‘I blew’

imrdd-na ‘we became sick’ infih-na ‘we blew’
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Stress assignment and apocope predict [la?at-na/ — [7dt-na: the resulting
consonant cluster sonorant plus obstruent sequence is eliminated by the
following rule:

(43) @ —1i|# _ [+sonor|C Epenthesis

Regressive harmony and precoronal fronting. These rules apply in the
imperfective conjugation, which has a prefix ni- ‘1st person,’ ti- ‘2nd per-
son’ or yi- ‘3rd person’ plus a suffix -u ‘plural’ for plural subjects. The
underlying prefix vowel i is seen in the following data:

(44) ni-msah ‘T wipe’ ti-msah ‘you wipe’
ni-Sbah ‘I resemble’ ti-Sbah ‘you resemble’
ni-kteb ‘T write’ ti-kteb ‘you write’
ni-tlef ‘Tlose’ ti-tlef ‘you lose’

When the first stem vowel is o, the prefix vowel harmonizes to o:

(45) né-bzo? ‘I spit’ t6-bzo? ‘you spit’
no-krob ‘I groan’ té-krob ‘you groan’
né-hlom ‘T dream’ t6-hlom ‘you dream’
noé-?tol T kill’ t6-?tol ‘you kill’
né-rbot I tie’ té-rbot ‘you tie’
nél1?ot ‘T hit’ to-1?0t ‘you hit’

This can be explained by generalizing harmony (41) so that it applies
before or after a round vowel. The nature of the stem-initial consonant is
important in determining whether there is surface harmony; if the first
consonant is a coronal obstruent, there appears to be no harmony.

(46) ni-drob  ‘Iwound’ ti-drob  ‘you wound’
ni-tlob ‘I pray’ ti-tlob ‘you pray’
ni-skot ‘I become silent’ ti-skot ‘you become silent’
ni-zlo? ‘Islip’ ti-zlo? ‘you slip’
ni-Srob ‘I drink’ ti-Srob ‘you drink’

Examples such as nd-bzo? show that if the coronal obstruent is not imme-
diately after the prefix vowel, harmony applies. The explanation for appar-
ent failure of harmony is simply that there is a rule fronting o0 when a
coronal obstruent follows.

(47) 0 —> [~back][ _ {f;;’i }

Guttural lowering. Another process lowers [i/ to a before the “guttural”
consonants ? and h:
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(48) na-?sam ‘I divide’ td-?sam ‘you divide’
nd-?bel ‘T agree’ ta-?bel ‘you agree’
nd-hrab ‘I flee’ td-hrab ‘you flee’
nd-hleb ‘T milk’ té-hleb ‘you milk’

This motivates the following rule:

(49) i—|[+low]/_ C guttural lowering
[+1low]

Metathesis. (50) and (51) illustrate another process. When the stem has
a medial obstruent, the prefix vowel is stressed and the stem vowel deletes
before -u.

(50) ni-msah ‘T wipe’ ni-msh-u ‘we wipe’
né-bzo? ‘I spit’ né-bz?-u ‘we spit’
ni-dhol ‘T enter’ ni-dhl-u ‘we enter’
na-?sam ‘I divide’ na-?sm-u ‘we divide’
nid-hdem ‘T work’ nd-hdm-u ‘we work’

This is as expected: underlying /ni-msah-u/ is stressed on the first syllable,
and the medial unstressed vowel deletes because it is followed by CV. The
example [nébz?u| from [ni-bzo?-u/ shows that harmony must precede
apocope, since otherwise apocope would have deleted the stem vowel
which triggers harmony.

When the second stem consonant is a sonorant, in the presence of the
suffix -u the prefix has no stress, and the stem retains its underlying
vowel, which is stressed. Unstressed i reduces to [e], so [ni-dneb] derives
from /ni-dnib/. The underlying high vowel is revealed with the stem vowel
is stressed, as in [nidinbu].

(51) ni-dneb ‘Isin’ ni-dinb-u ‘we sin’
ni-tlef ‘T lose’ ni-tilfu ‘we lose’
ni-tlob ‘I pray’ ni-télb-u ‘we pray’
no-krob ‘I groan’ no-kérb-u ‘we groan’
né-?mos T kick’ no-?6ms-u ‘we kick’
nd-hrab I flee’ na-harb-u ‘we flee’
nd-hra? ‘Iburn’ na-hdr?-u ‘we burn’
nd-?leb ‘T overturn’ na-?ilb-u ‘we overturn’

Based solely on stress assignment and apocope, as illustrated in (50), we
would predict *nidnbu, *nétlbu. This again would result in an unattested
consonant cluster in the syllable onset — a sonorant followed by an
obstruent - which is avoided by a process of vocalic metathesis whereby
ni-tlif-u — ni-tilfu.

(52 vCc € v,Cv-osVCV,CCV Metathesis
[+son]
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In some stems which undergo (52), the vowel alternates between i
and a:

(53) ni-frah ‘I rejoice’ ni-firh-u ‘we rejoice’
ni-tla? ‘I leave’ ni-til?-u ‘we leave’
ni-sra? ‘I steal’ ni-sir?-u ‘we steal’

The underlying stem vowel is [i/ in these cases. When no vowel suffix is
added, underlying /ni-frih] becomes |ni-frah] by Guttural Lowering (49). When
-u is added, metathesis moves underlying [i/ away from the guttural conso-
nant which triggered lowering, hence the underlying vowel is directly
revealed.

Stems with long vowels. The stems which we have considered previous-
ly are of the underlying shape CVCVC. There are also stems with the shape
CVVC, illustrated in the perfective aspect in (54):

(54) ddar ‘he turned’ sdar ‘it (masc) grew ripe’
ddar-et ‘she turned’ sdar-et ‘it (fem) grew ripe’
ddar-u ‘they turned’ sdar-u ‘they grew ripe’
dér-t ‘I turned’ sir-t ‘I became ripe’
dér-na ‘we turned’ sir-na ‘we became ripe’
dér-tu ‘you turned’ sir-tu ‘you became ripe’

These stems exhibit a process of vowel shortening where aa becomes o or
i (the choice is lexically determined) before a CC cluster.

(55) aa—i,0/ _ CC

When the imperfective prefixes ni-, ti- are added to stems beginning
with a long vowel, stress is assigned to that vowel and the prefix vowel is
deleted. In the case of the first-person prefix /ni/, this results in an initial
nC cluster, which is repaired by inserting the vowel i.

(56) in-ddur ‘I turn’ in-siir ‘I become ripe’
t-ddur ‘you turn’ t-siir ‘you become ripe’
in-sau? ‘I drive’ inziid ‘Tadd
tsuu? ‘you drive’  tziid ‘you add’

From |ni-duur/, you expect stress to be assigned to the final syllable
because of the long vowel. Since the vowel of /ni/ is unstressed and in an
open syllable, it should delete, giving nduur. The resulting cluster then
undergoes epenthesis.

9.3.2.2 Apparent irregularities. A number of verbs seem to be irregular,
and yet they are systematic in their irregularity: the irregularity is only in
terms of the surface form, which can be made perfectly regular by posit-
ing an abstract underlying consonant [{]. One set of examples is seen in
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the data in (57), where the stem contains a surface long vowel. This long
vowel is unexpectedly skipped over by stress assignment, unlike verbs
with underlying long vowels such as in-duur ‘I turn’ seen in (54).

(57) mni-sool ‘T cough’ ni-séol-u ‘we cough’
ni-laab ‘I play’ ni-ldab-u ‘we play’
ni-baat ‘Isend’ ni-bdatu ‘we send’
noé-?ood ‘I stay’ no-?6od-u ‘we stay’
noé-bood ‘T hate’ no-b6éod-u ‘we hate’

The location of stress and the retention of the prefix vowel in né-?ood is
parallel to the retention of the prefix vowel in other tri-consonantal stems
in (44)-(48), such as ni-msah ‘I wipe.” If the underlying stem of ni-sool had a
consonant, i.e. were [sXol/ where X is some consonant yet to be fully iden-
tified, the parallelism with ni-msah and the divergence from in-diiur would
be explained. The surface long vowel in nisool would derive by a compen-
satory lengthening side effect coming from the deletion of the consonant
X in /ni-sXol/.

Another unexpected property of the stems in (57) is that when the plu-
ral suffix -u is added, the prefix vowel is stressless and unelided in an open
syllable, and the stress shifts to the stem, e.g. ni-séol-u ‘we cough.” Thus,
contrast ni-séol-u with ni-msh-u ‘we wipe,” which differ in this respect, and
compare ni-séol-u to ni-sérb-u ‘we drink,” which are closely parallel. Recall
that if the medial stem consonant is a sonorant, expected V-CRC-V instead
undergoes metathesis of the stem vowel around the medial consonant,
so [ni-Srob-u/ becomes ni-sorb-u (creating a closed syllable which attracts
stress). If we hypothesize that the underlying stem is [sXol/, then the
change of |ni-sXol-u/ to ni-s6Xl-u (phonetic niséolu) would make sense, and
would further show that X is a sonorant consonant: § qualifies as a sono-
rant (it involves minimal constriction in the vocal tract).

Another pecularity is that these long vowels resist shortening before CC:

(58) séol ‘he coughed” so6olt ‘Icoughed’” séolna ‘we coughed’
séob ‘he lamented’ séobt ‘Ilamented’ séobna ‘we lamented’
?dad ‘he stayed’ ?dadt ‘I stayed’ ?dadna ‘we stayed’
bdad ‘he hated’ bdadt ‘I hated’ bdadna ‘we hated’

In contrast to examples in (54) such as ddar ‘he turned,” dért ‘I turned’
with vowel shortening before CC, these long vowels do not shorten.
Continuing with the hypothesis of an abstract consonant in [soXol/, we
explain the preservation of the long vowel in [séolt] if this form derives
from sXol-t, where deletion of X (which we suspect is specifically {) length-
ens the vowel, and does so after vowel shortening has applied.

There is a further anomaly in a subset of stems with the consonant X in
the middle of the root: if the initial stem consonant is a sonorant,
epenthetic i appears when a consonant-initial suffix is added. Compare
(59a) where the first consonant is not a sonorant with (59b) where the first
consonant is a sonorant.
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(59) a. ?dad ‘he stayed’ ?dadt ‘I stayed’
bdad ‘he hated’ bdadt ‘T hated’
séol ‘he coughed’ séolt ‘I coughed’

b. mdad  ‘he chewed’ imdadt ‘T chewed’
ndas ‘he dozed’ indast ‘I dozed’
laa? ‘he licked’ ilda?t ‘I licked’

The verbs in (59b) behave like those in (42), e.g. Id 7at ‘he hit’ ~ il 2dtt ‘T hit’
where the initial sonorant+C cluster undergoes epenthesis of i. The forms
in (59b) make sense on the basis of the abstract forms mdfad ~ mfddt,
where the latter form undergoes vowel epenthesis and then the conso-
nant § deletes, lengthening the neighboring vowel. Before { is deleted, it
forms a cluster with the preceding sonorant, which triggers the rule of
epenthesis.

Other mysteries are solved by positing this consonant in underlying
forms. In (60), the first stem consonant appears to be a coronal obstruent.
We have previously seen that when the stem-initial consonant is a coro-
nal, obstruent vowel harmony is undone (ni-tlob ‘I pray’), so (60) is excep-
tional on the surface. In addition, the prefix vowel is long, whereas oth-
erwise it has always been short.

(60) néodos ‘I dive’ téodos ‘you dive’
noéojob ‘I please’ téojob ‘you please’
néotor ‘I stumble’ téotor ‘you stumble’

These forms are unexceptional if we assume that the initial consonant of
the stem is not d, j, t, but the abstract consonant ¢, thus [Sdos/, [Yjob/,
|Stor/: §is not a coronal obstruent, so it does not cause fronting of the pre-
fix vowel.

Other examples provide crucial evidence regarding the nature of this
abstract consonant. The data in (61) show a lengthened prefix vowel, which
argues that the stems underlyingly have the initial abstract consonant that
deletes and causes vowel lengthening: [ndala?] comes from /ni-tla?/.

(61) ndala? ‘I close’ tdala? ‘you close’
ndasar ‘I squeeze’ tdasar ‘you squeeze’
ndaras ‘I tickle’ tdaras ‘you tickle’

In addition, the quality of the prefix vowel has changed from i/ to [aa],
even though in these examples the consonant which follows on the sur-
face is a coronal. If the abstract consonant is a pharyngeal, then the vowel
change is automatically explained by the Guttural Lowering rule.

We have considered stems where the first and second root consonants
are the consonant §: now we consider root-final {. The data in (62) show
examples of verbs whose true underlying imperfective stems are CCV.

(62) na-?ra “I'read” na-?ra-w ‘we read’
ni-mla TAfill ni-mla-w ‘we fill’
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The plural suffix [u/ becomes [w] after final a. Although the second con-
sonant is a sonorant, the metathesis rule does not apply in nd Praw because
no cluster of consonants containing a sonorant in the middle would
result.

Now compare verbs with a medial sonorant where the final consonant
is hypothesized /{/. The singular columns do not have any striking irregu-
larities which distinguish them from true CVCV stems.

(63) ni-sma ‘T hear’ ni-sima-w ‘we hear’
ni-zra ‘T sow’ ni-zira-w ‘we sow’
ni-bla ‘T swallow’ ni-bila-w ‘we swallow’
nd-?la ‘T earn’ na-?ila-w ‘we earn’

The prefix vowel is unstressed and in an open syllable, which is found only
in connection with metathesis: but metathesis is invoked only to avoid
clusters with a medial sonorant, which would not exist in hypothetical
*[niblau]. This is explained if the stem ends with [§/. Thus [ni-smif-u/
should surface as nisim fu, by analogy to [ni-tlob-u/ — [nitélbu] ‘we ask.’
The consonant /9] induces lowering of the vowel i, and § itself becomes a,
giving the surface form.

A final set of examples provides additional motivation for assuming
underlying ¢. Participles are formed by giving the stem the shape CCVVC,
selecting either ii or uu. As the data in (64) show, stems ending in the con-
sonant 7/ realize that consonant as [h] after long high vowels.

(64) ?atel ‘he killed’ ?tiil  ‘killing’ martiul ‘killed’
hdtaf ‘he grabbed’ htiif ‘grabbing’ mahtduf ‘grabbed’
fétah ‘he opened’ ftith ‘opening’ miftiuh ‘opening’
téfa  ‘he threw’ tfiih  ‘throwing’ mitfduh ‘thrown’

bdla ‘he swallowed” bliih ‘swallowing’ mibliuh ‘swallowed’
?dla  ‘he earned’ ?liih ‘earning’ ma?liuh ‘earned’

These data provide evidence bearing on the underlying status of the
abstract consonant, since it actually appears on the surface as a voiceless
pharyngeal in (64). Although the forms of the participials [ftiih] and [tfiih]
are analogous, we can tell from the inflected forms [fétah| ‘he opened’ ver-
sus [téfa] ‘he threw’ that the stems must end in different consonants. The
most reasonable assumption is that the final consonant in the case of
[téfa] is some pharyngeal other than [h], which would be [7]. Thus, at least
for verb stems ending in [/, the underlying pharyngeal status of the con-
sonant can be seen directly, even though it is voiceless. Since the abstract
consonant can be pinned down rather precisely in this context, we reason
that in all other contexts, the abstract consonant must be [§/ as well.

The crucial difference between these examples of abstractness and cases
such as putative [i/ and [o/ in Hungarian, or deriving [oy] from [c&/ in
English, is that there is strong language-internal evidence for the abstract
distinction [u:/ vs. [o:[ in Yawelmani, or for the abstract consonant /Y/ in
Maltese.
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9.4 Grammar-external evidence for abstractness

Yawelmani and Maltese provide well-motivated abstract analyses, based
on patterns of alternation in the grammar. We would still like to find
grammar-external evidence that abstract analyses can be psychologically
valid, analogous to the historical arguments which Kiparsky adduced
from the history of Yiddish and other languages in support of the more
surface-oriented approach to phonology.

9.4.1 Abstract analysis and historical change: Tera

One such argument for the psychological reality of abstract analysis
comes from Tera. Newman 1968 provides a synchronic and diachronic
argument for abstract phonology, where similar surface forms have dif-
ferent underlying forms.

The synchronic argument. Data in (65) illustrate a basic alternation.
Some nouns ending in [i] in their citation forms lack that vowel in phrase
medial contexts:

(65) na sedi ‘this is a snake’ na sed ba  ‘this is not
a snake’
na debi ‘this is gum’ nadeb 6a  ‘this is not
gum’
dala wa wudi ‘Dala pointed’
dala wa wud koro ‘Dala pointed at

the donkey’

dala wa mbuki ‘Dala threw’
dala wa mbuk koro  ‘Dala threw at
the donkey’

Not all words ending in [i] prepausally engage in this alternation, as the
data in (66) demonstrate:

(66) nawudi ‘this is milk’ na wudi ba ‘this is not milk’
a sabi ‘this is a stick’ na sabi ba ‘this is not a stick’

Given a vowel ~ @ alternation plus a set of stems which are invariantly
i-final in (66), we might be led to surmise that the stems in (65) are C-final, and
take an epenthetic vowel [i] phrase-finally. This can be ruled out given (67),
where the stem ends in a consonant both phrase-medially and phrase-finally.

(67) naruf ‘thisis a baboon’ na ruf ba ‘this is not a baboon’
tin zob ‘she is a slob’ tin zob 6a  ‘she is not a slob’
na boy ‘this is white’ na bop ba  ‘this is not white’

A completely surface-oriented account where the underlying form must be
one of the surface variants is untenable: the nouns in (65) have a variant
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with the vowel [i], but selecting [i/ for the underlying form fails to distin-
guish (65) from (66) which always have [i]; and the nouns of (65) also have a
variant with no final vowel, but the nouns in (67) always lack a final vowel.
Other roots of the variable-final type give evidence that the problematic
stems in (65) underlyingly end in schwa. The data in (68) provide monosyl-
labic words which have the shape Ci prepausally and Co phrase medially.

(68) dala wa ki ‘Dala received’
dala wa ko sule ‘Dala received a shilling’
dala wa di ‘Dala went’

dala wa do goma  ‘Dala went to the market’

These words contrast with ones that have invariant [i] in both contexts.

(69) dala waki ‘Dala paid’
dala wa Ki sule ‘Dala paid a shilling’
dala wa vi ‘Dala roasted’
dala wa vi Bu ‘Dala roasted meat’

For the stems in (68), an obvious nonabstract solution is available: the
stems end with [9/, and there is a rule turning schwa into [i] prepausally:

(70) o— i _ ##

This applies in dala wa di ‘Dala went’ from dala wa d, but final schwa is
unaffected in dala wa d'a goma ‘Dala went to the market.” The stems in (69)
do not alternate since they end in the vowel [i/. This solution is nonabstract
since the underlying form, [d'9/, is one of the observed surface variants.
There are other stems with final [i] prepausally and [o] phrase medially.

(71) na porsi ‘this is a horse’
na porsa ba ‘this is not a horse’
dala wa kodi ‘Dala pulled’
dala wa kads koro ‘Dala pulled a donkey’

These stems either have the shape [CVCCa| phrase-medially, or else [CVZ3]
where Z is a voiced consonant.

This gives the following groups of stems with an underlying final
schwa:

(72) Stem shape Medial Prepausal
Co Co Ci
CVCCa CVCCa CVCCi
CVZa CVZa CVZi
CVCa Ccvc CVCi

For most of these stems, postulating underlying schwa is quite con-
crete, since schwa actually surfaces in phrase-medial context. However,
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in polysyllabic stems such as debi ~ de6 with a single voiceless conso-
nant before final schwa, the analysis is abstract because schwa is never
phonetically manifested in the morpheme. The decision that the vowel
in question is schwa is based on analogy with a known behavior of
schwa: it becomes [i] prepausally.

Our analysis requires a rule that deletes word-final phrase-medial
schwa providing the stem is polysyllabic and ends only in a single voice-
less consonant.

(73) a—> 0|V C #...

[—voice]

More evidence supports abstract schwa in certain words. The examples
in (74a) show that when a vowel -a marking definite nouns is suffixed to a
stem such as [parso/ which ends in schwa, schwa deletes, whereas under-
lying [i/ is not deleted. The data in (74b) show the same thing with the
imperative suffix [u/:

(74) a.  porsi <« [pars9 ‘horse’ pors-a ‘the horse’
wudi ‘milk’ wudi-a ‘the milk’
b. i ‘to roast’ vi-u ‘roast!’
di « [d9/ ‘to go’ d-u ‘gol’
kodi « [kado/ ‘to pull’ kad-u ‘pulll
mbuki «— [mbuks/  ‘to throw’ mbuku  ‘throw!

This motivates a rule of prevocalic schwa deletion, which provides
another diagnostic that differentiates schwa from [i/.

(75) o=@ _V

Although ‘throw’ only has the surface variants [mbuki] ~ [mbuk], it
behaves exactly like stems such as [kads/ where schwa is phonetically real-
ized, and acts unlike [vi/, in losing its final vowel before another vowel.
Finally, there is an allomorphic variation in the form of the adjective suf-
fix -kandi, which shows up as -kandi when the stem ends in a vowel (sabir
tada-kandi ‘heavy stick’) and as -ndi when the stem ends in a consonant
(sabir teberndi ‘straight stick’). The stem of the word for ‘long’ ends in
abstract schwa, since it alternates between final [i] (sabira kori ‘the stick is
long’) and medial @ (sabira kor ba ‘the stick is not long’). Furthermore, the
stem selects the postvocalic variant of the adjective suffix (sabir korkandi
‘long stick’), even though on the surface the stem ends with a consonant
and not a vowel. This anomaly is explained by the hypothesis that the
stem does in fact end in a vowel, namely schwa. Thus multiple lines of
argument establish the presence of an abstract vowel schwa in a number
of words in the synchronic grammar of Tera.

The diachronic argument. A recent sound change in Tera provides a
grammar-external test of the abstract hypothesis. In one dialect of Tera,
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spoken in the town of Zambuk, a rule was added which palatalized ¢, d
and d'to ¢, j and j’ before i. The dialect of Tera spoken in Wuyo is repre-
sentative of the rest of Tera, in retaining the original alveolars. Thus we
find Wuyo da, Zambuk da ‘one’ with no palatalization, but Wuyo di,
Zambuk ji ‘to get up’ where d palatalizes. There are synchronic alterna-
tions which further motivate this palatalization process in the contempo-
rary grammar of the Zambuk dialect, so where the Wuyo dialect has xat-a
‘my brother,” xat-in ‘his brother,” the Zambuk dialect has xat-a, xac-in. In
Wuyo one finds wudi ‘milk’ and in Zambuk one finds wuj’i, deriving from
[wudi/ - that the final vowel is [if and not [9] is shown by the phrase medial
form wudi.

While palatalization is active in the Zambuk dialect, it does not affect
all surface sequences of alveolar plus [i], in particular it does not affect [i]
which derives from schwa. In the Wuyo dialect ‘to pull’ is kadi before
pause, kado medially (cf. dala wa kada koro ‘Dala pulled a donkey’), and
therefore we know that the stem is [koado/. In the Zambuk dialect, the
medial form is also kado, showing that the stem ends in schwa in that
dialect, and the prepausal form is kadi. Thus palatalization does not apply
to the output of final schwa-fronting: the failure of palatalization to apply
to this derived [di] sequence provides another diagnostic of the distinction
between [i/ and [i] derived from [9].

Further confirming our hypothesis about abstract schwa, the stem
[wud9/ ‘to point” which appears in the Wuyo dialect as wudi prepausal-
ly and as wud medially (dala wa wud koro ‘Dala pointed at a donkey’)
appears as wudi in the Zambuk dialect, without palatalization, as is
regularly the case with the vowel [i] derived from [9/. The fact that the
innovative sound change of palatalization found in the Zambuk dialect
is sensitive to the sometimes abstract distinction between underlying
versus derived schwas, especially when the schwa never surfaces, sup-
ports the claim that abstract underlying forms can be psychologically
real.

9.4.2 Abstract reanalysis in Kimatuumbi NC sequences
Other evidence for abstract phonology comes from a historical reanalysis
of postnasal consonants in the Bantu language Kimatuumbi. Nouns in
Bantu are composed of a prefix plus stem, and the prefix changes between
singular and plural. For example, proto-Bantu mu-ntu ‘person’ contains the
class 1 prefix mu- marking certain singular nouns, and the plural ba-ntu
‘people’ contains the class 2 prefix ba-. Different nouns take different
noun-class prefixes (following the tradition of historical linguistics, recon-
structed forms are marked with an asterisk).

(76) Proto-Bantu sg Class Proto-Bantu pl Class
“mu-ntu 1 “ba-ntu 2 ‘person’
“mu-gunda 3 “mi-gunda 4 ‘field’
“li-tako 5 “ma-tako 6 ‘buttock’
“m-paka 9 “dim-paka 10 ‘cat’

“lu-badu 11 *dim-badu 10 ‘rib’
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A postnasal voicing rule was added in the proto-Rufiji-Ruvuma sub-
group of Bantu (a subgroup which includes Kimatuumbi), so that original
“mpaka ‘cat’ came to be pronounced mbaka in this subgroup.

(77) Proto-Bantu Kimatuumbi
“mpaka mbaka ‘cat’
“pkanga pgaanga ‘guinea fowl’
“ntembo ndeembo ‘elephant’
“monto muundu ‘person’
“pkupgunt pguupguni ‘bedbug’

cf. “mbabada mbabala ‘bushbuck’

“mbudi mbwi ‘goat’
“mbua mbwa ‘dog’

Another inconsequential change is that the class 10 prefix, originally “din-,
lost di, so the class 10 prefix became completely homophonous with the
class 9 prefix.

In the Nkongo dialect of Kimatuumbi, there was a change in the
morphological system so that nouns which were originally assigned to
classes 9-10 now form their plurals in class 6, with the prefix ma-. Earlier
“paambo ‘snake ~ snakes’ now has the forms pdambo ‘snake’ [ ma-pdambo
‘snakes.’

Given surface [mbwa] ‘dog’ (proto-Bantu “m-bua) originally in classes 9-10,
the concrete analysis is that the underlying form in proto-Rufiji is /m-bwa/.
It was always pronounced as [mbwa], since the root was always preceded by
anasal prefix. The absence of alternations in the phonetic realization of the
initial consonant would give reason to think that phonetic [b] derives from
underlying [b/. By the same reasoning, we predict that earlier mpaka ‘cat’ is
reanalyzed as [b/, once the word came to be pronounced as mbaka in all con-
texts: compare Yiddish gelt.

The restructuring of the morphological system of Nkongo Kimatuumbi
where the original class pairing 9-10 is reanalyzed as 9-6 allows us to test
this prediction, since nouns with their singulars in class 9 no longer have
a nasal final prefix in all forms; the plural has the prefix ma-. As the fol-
lowing data show, the concrete approach is wrong.

(78) Proto-Bantu Kimatuumbisg Original pl  Innovative pl

“m-pembe  m-beembe m-beembe ma-peembe ‘horn’
“n-kuko p-guku n-guku ma-kuku ‘chicken’
“m-bua m-bwa m-bwa ma-pwa ‘dog’
“m-babada m-babala m-babala  ma-pabala  ‘bushbuck’
“m-budi m-bwi m-bwi ma-pwi ‘goat’
“m-bapgo m-baapgo m-baaggo ma-paango  ‘warthog’
“m-butvka  m-butuka m-butvka ma-putuka  ‘antelope’

While the distinction /mp/ ~ /mb/ was neutralized, it was neutralized in
favor of a phonetically more abstract consonant [p/ rather than the con-
crete consonant /b/.
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This reanalysis did not affect all nouns which had a singular or plural
in classes 9-10; it affected only nouns which originally had both their sin-
gulars and plurals in this class, i.e. only those nouns lacking alternation.
Nouns with a singular in class 11 and a plural in class 10 preserve the orig-
inal voicing of the consonant.

(79) Proto-Bantu Kimatuumbi sg Kimatuumbi pl
“m-badu lu-bau m-bau ‘rib’
“n-godi lu-goi n-goi ‘rope’
“n-dimi lu-lumi n-dimi ‘tongue’
“p-kupgoni lu-kuupguni p-guunguni ‘bedbug’
“n-tondva lu-toondwa n-doondwa ‘star’

A word such as ‘rib’ always had a morphological variant which trans-
parently revealed the underlying consonant, so the contrast between
[n-toondwa/ — [ndoondwa] and [n-goi/ — [pgoi] was made obvious by the
singulars [lu-toondwa] and [lu-goi].

While it is totally expected that there should be a neutralization of “mp
and “mb in words like mbaka, mbwa — there would have been no evidence to
support a distinction between surface [mb] deriving from /mb/ versus [mb]
deriving from /mp/ - surprisingly from the viewpoint of concrete phonolo-
gy, the direction of neutralization where [mb] is reanalyzed as /mp/ is unex-
pected. One explanation for this surprising reanalysis regards the question
of markedness of different consonants. Given a choice between underlying
/m+Db/ and /m+p/, where either choice would independently result in [mb],
one can make a phonetically conservative choice and assume /m+Db/, or
make a choice which selects a less marked consonant, i.e. [m+p/. In this
case, it is evident that the less marked choice is selected where the choice
of consonants is empirically arbitrary.

Such examples illustrating phonetically concrete versus abstract
reanalyses motivated by considerations such as markedness are not well
enough studied that we can explain why language change works one way
in some cases, and another way in other cases. In the case of Yiddish avek
from historically prior aveg, there would be no advantage at all in assum-
ing underlying [aveg/, from the perspective of markedness or phonetic
conservatism.

9.4.3 Language games and Bedouin Arabic

Language games can also provide evidence for the mental reality of under-
lying representations. Their relevance is that language game modifica-
tions are not always performed on the surface form, so by modifying the
phonetic environment in which segments appear in the language, games
may cause rules to apply when they would not normally (providing
evidence for the reality of the phonological process), or prevent a rule
from applying when it normally would (revealing the abstract underlying
form). An example of such evidence comes from Bedouin Arabic spoken in
Saudi Arabia, discussed by Al-Mozainy 1981. A number of verbs have the
underlying form /CaCaC], but this analysis is abstract in that, for these
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verbs, the first vowel sequence is never found on the surface, and the root
surfaces as [CiCaC].

9.4.3.1 Regular language phonology. We begin by motivating aspects of
the phonology of the language, especially underlying representations,
using regular language data. Verb stems may have different underlying
vowels, but the passive is formed by systematically replacing all underly-
ing vowels with [i/. Underlying [i/ deletes in an open syllable, as shown by
the following data:

(80) 3sg masc 3sg fem 1sg
hzim hizm-at hzim-t ‘be tied’
hfir hifr-at hfir-t ‘be dug’
Srib Sirb-at Srib-t ‘be drunk’
fzim fizm-at zim-t ‘be invited’
Ibis libs-at Ibis-t ‘be worn’

Taking underlying /hizim/ and [hizim-t/ as examples, the vowel [i in the
first syllable is in an open syllable, so the rule of high-vowel deletion
applies, giving [hzim] and [hzimt]. In the case of /hizim-at/, both vowels i
are in an open syllable: the second i deletes, which makes the first sylla-
ble closed, so the first vowel does not delete resulting in [hizmat]. The
following rule is motivated by (80).

81) i—»0|_CV high-vowel deletion

Now we consider another class of nonpassive verbs, where the underly-
ing stem shape is CaCiC. In these stems, the second vowel shows up as i
when there is no vowel after the stem. The first vowel of the stem alter-
nates between [i] and [a], surfacing as [i] when the second vowel appears as
[i], otherwise surfacing as [a]. Examples of verbs with this vocalic pattern
are seen in (82):

(82) 3sg masc 3sg fem 1sg

simi{ sam¢Y-at simif-t ‘hear’

libis labs-at libis-t ‘wear’

Sirib Sarb-at Sirib-t ‘drink’

yibis yabs-at yibis-t ‘become dry’
silim salm-at silim-t ‘save’

lifib laYb-at lifib-t ‘play’

hilim halm-at hilim-t ‘dream’

In underlying [samif-at/, the vowel [i/ is in an open syllable so it deletes,
giving [sam{at]. In [samif/ and [sami{-t/, final [i/ does not delete since it is
not in an open syllable, and [a/ assimilates to [i] before [i], by the following
harmony rule:

(83) a—i/_Ci
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This creates a surface [i] in an open syllable which does not undergo
deletion.

Now we turn to stems with the underlying shape /CaCaC|. In a number
of such verbs this representation is uncontroversial since that is how it
surfaces.

(84) 3sg masc 3sg fem 1sg
gafad gfad-at gafad-t ‘sit’
wafad wiad-at wafad-t ‘promise’
taan tfan-at tafan-t ‘stab’
sahab shab-at sahab-t ‘pull’
tahan than-at tahan-t ‘grind’
daxal dxal-at daxal-t ‘enter’
naxal nxal-at naxal-t ‘sift’

Examples such as [gfadat] from [gafad-at/ illustrate the application of
another rule, one deleting [a/ when followed by CVCV.

(85) a— @] _ CVCV

An important fact about the stems in (84) is that the second consonant
is a guttural (x, vy, i, h, § or ?). There is a dissimilative process in the lan-
guage turning [a/ into [i] in an open syllable if the next vowel is [a/, pro-
viding that the vowel is neither preceded nor followed by a guttural con-
sonant. In the above examples, the consonant in the middle of the stem is
a guttural, so neither the first nor the second vowels can undergo the dis-
similative raising rule. Now consider the data in (86), where the first con-
sonant is a guttural but the second is not.

(86) 3sg masc 3sg fem 1sg
fazam fzim-at fazam-t ‘invite’
hazam hzim-at hazam-t ‘tie’
hakam hkim-at hakam-t ‘rule’

Here the first vowel of the stem cannot become [i] because of the preced-
ing consonant, but the second vowel does dissimilate to [i] when followed
by /a/, and thus [Yazam-at/ becomes [Yzimat] (with deletion of the first
vowel by (85)). This rule is separate from the harmony rule that turns /a/
into [i] before [i], because harmony applies irrespective of the flanking
consonants, cf. [hilim| ‘he dreamt.’

(87) a—i/_Ca (target is not adjacent to a guttural consonant)

In [fazam] and [fazamt], there is no dissimilation because the first con-
sonant is guttural, which prevents the following [a/ from undergoing
dissimilation.

Examples in (88) show the same restriction on dissimilation of the second
vowel [a/, which does not become [i] when the last consonant is a guttural.
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(88) 3sg masc 3sg fem 1sg
difa¥ dfaS-at difa¥-t ‘push’
rika$ rkaf-at rikaS-t ‘bend’
xada$ xdaS-at xadaf-t ‘cheat’

Another consonantal property inhibiting dissimilation is a coronal sono-
rant. In this case, if the two vowels are separated by any of /n, 1, 1/, there is
no dissimilation. In the examples of (89), the first vowel is prevented from
dissimilating because it is preceded by a guttural. In addition, the second
stem vowel is prevented from dissimilating because it is separated from
suffixal [a/ by a coronal sonorant. Therefore, both underlying stem vowels
remain unchanged.

(89) 3sg masc 3sg fem 1sg
hafar hfar-at hafar-t ‘dig’
hamal hmal-at hamal-t ‘carry’
yasal ~ysal-at vyasal-t ‘wash’

In the examples of (90), the first vowel is followed by a consonant other
than a coronal sonorant, and is neither preceded nor followed by a gut-
tural, so it dissimilates to [i]. The second vowel is followed by a coronal
sonorant, so there is no dissimilation in the second syllable.

(90) 3sg masc 3sg fem 1sg
nizal nzal-at nizal-t ‘get down’
sikan skan-at sikan-t ‘occupy’
kisar ksar-at kisar-t ‘break’
difan dfan-at difan-t ‘bury’
nital ntal-at nital-t ‘steal’
Sitar Star-at Sitar-t ‘divide’

In (91) we find verbs with a coronal sonorant as the second consonant.
The second vowel [a/ dissimilates before a, since the intervening conso-
nant is neither guttural nor a coronal sonorant. The preceding coronal
sonorant has no effect on dissimilation, since unlike the effect of gut-
turals, coronal sonorants only have an effect if they stand after the target
vowel.

(91) 3sg masc 3sg fem 1sg
jalas jlis-at jalas-t ‘sit’
garas gris-at garagst ‘sting’
garat grit-at garat-t ‘throw’
sarag srig-at sarag-t ‘steal’
balas blis-at balas-t ‘denounce’
Sanag $nig-at Sanag-t ‘hang’
daras dris-at daras-t ‘study’

Finally, verbs with no gutturals or coronal sonorants are given in (92).
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(92) 3sg masc 3sg fem 1sg

kitab ktib-at kitab-t ‘write’
misak msik-at misak-t ‘catch’

sikat skit-at sikat-t ‘stop talking’
nitaf ntifat nitaft ‘pluck’
gisam gsim-at gisam-t ‘divide’
giodab goib-at gidab-t ‘catch’

nikas nkis-at nikas-t ‘retain’

By the deletion rule (85), underlying /katabat/ becomes ktabat, which becomes
[ktibat] by dissimilation. In [katab-t/, since the first vowel is not followed by
CVCV it cannot elide, and it dissimilates to [i] before [a] in the second syllable.

The vowel /a/ in the second syllable of verbs like [kitab] is only mildly
abstract, since it does surface as [a] as long as the syllable is not open. The
initial /a/, the syllable on the other hand, is fully abstract since there is no
context in this verb where the underlying [a] appears as such in these
verbs, and instead the vowel only appears as [i]. However, we know that the
initial vowel cannot be [i/, since if it were, that vowel would delete in an
open syllable - contrast active [kitab] and [kitabt] from /katab/ and [katab-t/,
with the passives [ktib] and [ktibt] from [kitib/ and [kitib-t/.

The occurrence of initial nondeleting [i] in an open syllable is entirely
predictable. It appears when neither the first nor second stem consonant
is a guttural, and when the second stem consonant is not a coronal sono-
rant. This nondeleting [a] is thus in complementary distribution with sur-
face [a] (which nonabstractly derives from underlying [a/), which only
appears when one of the first two consonants is a guttural or the second
consonant is a coronal sonorant.

Hence there is strong language-internal motivation for claiming that
the initial vowel of stems such as [kitab] is underlyingly /a/, and is subject
to dissimilation to [i] or deletion.

9.4.3.2 Language game evidence. There is a language game used by
speakers of Arabic which provides independent evidence for the mental
reality of these rules and underlying representations. The rule for the lan-
guage game is very simple: permute the order of consonants within the
root. Now let us consider the various phonetic results of permutation on
the verb forms hazam ‘he tied’ and hzim-at ‘she tied.’ In hazam, the first
vowel does not dissimilate because of the preceding guttural; in hzimat
the second stem vowel dissimilates because it is neither preceded nor fol-
lowed by a gutural, and it is not followed by a coronal sonorant.

(93) ‘he tied’ ‘she tied’
hamaz hmizat ~
zaham zhamat ~
zimah zmahat

In the permuted forms hamaz and hmizat, where the second and third
consonants have exchanged place, the vocalic pattern remains the same
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because the transposition has not crucially changed the consonantal envi-
ronment.

Now consider the forms zimah ~ zmahat. This pattern of transposition
has two effects on the vowel pattern. First, because the first consonant is
now not a guttural, the dissimilation rule can apply in the first syllable,
demonstrating the reality of the dissimilation rule. Second, because the
final consonant is now a guttural, the dissimilation rule cannot apply in
the second syllable, demonstrating the reality of the blocking condition
on dissimilation. Finally, in the case of zaham ~ zhamat, because the
medial consonant is a guttural, neither vowel can dissimilate.

A crucial example, in terms of testing the validity of the proposed
|CaCaC| underlying form for surface [CiCaC] stems, is a stem such as
/dafaS/ ‘push,” which surfaces as [difa%]. Such a supposed underlying rep-
resentation is abstract, since the vowel of the first syllable always surfaces
as [i] or @, cf. difa{ ‘he pushed,” dfafat ‘she pushed, never as a. This stem
contains a final pharyngeal consonant, and therefore movement of that
consonant to first or second position will put the first vowel in contact
with a pharyngeal. This should then block dissimilation, and will directly
reveal the hypothesized underlying vowel to be [a].

(94) ‘he pushed’ ‘she pushed’
fida% fdaSat ~
dafSaf dYafat ~
fadaf fdifat ~
fafad ffidat

The fact that this vowel actually surfaces as [a] under the circumstances
predicted by the abstract hypothesis gives strong support to the claim for
an abstract representation of such stems as having the vowel pattern
|CaCaC|.

9.5 How abstract is phonology?

On the one hand we have argued for abstract analyses of Kimatuumbi,
Yawelmani, Maltese and other languages; but we have argued against
abstract analyses of English. The reason for this apparently inconsistent
view of abstractness is that abstractness per se is not the issue; the proper
question to be focusing on is what motivates an analysis. Thus we con-
clude that the formal theory of grammar imposes no constraints on the
relation between underlying and surface forms, though the theory does
state what kinds of elements can exist in underlying representations: pho-
netically interpretable combinations of features, i.e. segments.

This does not mean that highly abstract underlying representations can
be gratuitously assumed. Underlying representations require motivation:
they must be acquired by children learning the language, and the best
assumption to make is that in lieu of evidence to the contrary, underlying
and surface forms are identical. The question that needs further investi-
gation is, what constitutes valid “evidence to the contrary”? Phonological
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alternations in the shape of a morpheme provide very powerful evidence
for abstractness. It remains an open question whether other considera-
tions are also valid in constructing an underlying form.

Although we have focused on the relation between underlying and sur-
face forms, the larger question which this debate raises is, what counts as
valid evidence for testing a phonological theory. It has proven extremely
difficult to resolve questions about the psychological reality of theorized
linguistic constructs. Two approaches, both valid, have been taken. One is
the “domain-internal” approach, where formal constraints are proposed
to the effect that (for example) underlying forms should be a subpart of an
actually pronounced word in the language, or underlying forms should
only contain segments actually pronounced in the language. We cannot
show that these claims are literally “wrong”: what we can do is show that
such a position renders us incapable of capturing important generaliza-
tions about the phonologies of Maltese and Yawelmani, for example.

The other approach, the “domain-external” approach, seeks evidence
from outside the domain of synchronic phonological grammars them-
selves, in an attempt to find independent evidence that answers the ques-
tion of what is actually in the mind of the speaker. Any number of such
approaches can be imagined - neurosurgery, psycholinguistic testing,
language games, historical change, the study of language acquisition, and
so on. Such evidence is extremely hard to find in the first place: virtually
all relevant experimental work is conducted on a tiny handful of com-
monly spoken languages, which typically do not have internally well-moti-
vated abstractness. Additionally, the experimental methodology must be
critically evaluated, which is usually very difficult to do outside of one’s
own discipline. Finally the evidence must be interpreted against a general
theory of, for example, child developmental psychology. The question of
how to empirically validate theory-internal hypotheses remains very
much an open question in phonology, as it is in all scientific domains.

Exercises

1 Slovak

The focus of this problem is the underlying representation of diphthongs.

Discuss the underlying status of diphthongs in Slovak, based on these data.

Nouns in Slovak come in three genders, which determines what suffix if any

is used in the nominative singular: masculines have no suffix, feminines have

-a, and neuters have -o.

A. There is a process of lengthening which takes place in certain morpholog-
ical contexts, including the genitive plural and the diminutive.

Nom sg Gen pl

lipa lizp ‘linden tree’
muxa mu:x fly'

lopata lopa:t ‘shovel

sfna srn ‘deer’



Abstractness and psychological reality
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Further reading
Chomsky and Halle 1968; Hudson 1974; Hyman 1970; Kiparsky 1968; Sapir 1933.
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PREVIEW

This final chapter introduces an alternative model, the non-
linear theory, of how sounds are represented. The purpose
of this chapter is to show how troublesome facts can lead
to a reconceptualization of a domain which seemed to be
understood, leading to an even better understanding of the
nature of language sounds. This will also help you to under-
stand how and why theories change.
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The theoretical model we have been assuming - known as the linear the-
ory of representation — was quite successful in explaining a number of
facts about sound systems. A defining characteristic of the theory is the
view that segments are matrices of feature values, where every segment
has a specification for each of the two dozen distinctive features. There
was, however, one phonological realm which the theory had largely ignored,
and that was tone.

10.1 The autosegmental theory of tone: the
beginnings of a change

There were a few proposals regarding tone features, but they did not reach
the degree of acceptance that those for other features reached. One of the
primary problems was how to represent contour tones such as rising and
falling.

10.1.1 The problem of contours

One possibility is that contour tones are simply H (high) or L (low) tones
with a positive specification for a feature “contour.” We could take the
pitch at the beginning of a vowel as representing the “basic” tone value,
and if the pitch changes from that point (either up or down), then the
vowel is [+contour]. This gives us the following representations of H, L, R
(rising) and F (falling) tones.

(1) H = [+H,—contour] R = [—H,+contour]
L = [-H,—countour| F = [+H,+contour]

Such a theory is ultimately inadequate since it ignores tone levels (Mid,
Superlow, Superhigh), but we can pursue this theory to see what progress
can be made. Perhaps if this theory works, it can be modified to account
for other tone levels.

An essential test of a theory of features is how it accounts for phono-
logical processes. This theory of tone makes predictions: it predicts that R
and F will be a natural class because they are [+contour], and it predicts
that L and R are a natural class because they are [—H]. As it happens, some
relevant typological work had been done on natural tone rules, most
notably Hyman and Schuh (1974). Such research has shown that the
following are fairly common tonal processes.

(2) a. H>R/{LF} _ b. L—>F/{HR} _
c. H>F| _ {LR} d. L>R/_ {HF}

The problem is that the “[*contour|” theory does not provide any natural
way to express all of these processes. The last two processes can be formu-
lated:
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(3) c. [+H] — [+contour] [ _ [—H]
d. [—H] — [+contour] | _ [+H]

However, the first two processes cannot be formalized, since {L,F} or {H,R}
are not a definable class using this theory.

This theory also predicts the following rules, which are simply the rules
in (3) with the conditioning environment on the left rather than the right:

(4) *[+H] —> [+contour][[-H] _ H—F/{LR} _)
*[=H] — [+contour] [ [+H] _ (L—>R/{HF} _)

Unlike the common rules in (2), such rules are totally nonexistent in
the languages of the world. The “[*contour]” theory thus makes a bad
prediction, that certain processes should exist when they do not, and in
addition the theory provides no way to express certain very natural
processes, in particular processes where the conditioning environment is
on the left. Finally, even for the two processes which the theory can for-
malize in (3), there is an unexplained element of arbitrariness - why
should an H tone become a falling tone before [—H]? Those processes are
formally just as simple to express as the rules in (5), and should therefore
be found as commonly as the former set of rules, but in fact this latter set
of rules is completely unattested.

(5) c. [+H] — [tcontour| | _ [+H] (H—F/[ _ {HJF})
d. [-H] — [+contour] | _ [—H] (L—R/[_ {LR})

It is obvious that this theory of tone is wrong, but what is the alternative?
There was a long-standing intuition that contour tones were in some
sense composite tones, so that a rise was simply a combination of an L fol-
lowed by an H, and a fall is a combination of an H followed by an L; falling
and rising pitch is simply the continuous transition between the higher
and lower pitch levels that H and L define. An example of the kind of
phonological patterns which were responsible for this intuition is the pat-
tern of tone changes that result from merging vowels between words in
Yekhee, illustrated below.

(6) 1idzé éla — idzéla ‘three axes’
eké éla — ekéla ‘three rams’
udzé okpd — udzokpa ‘one axe’
oké okpd — okokpd ‘one ram’
owa 6wa — owowa ‘every house’

The combination of H+L results in a falling tone, and L+H results in a rising
tone. How can the intuition that fall is H+L and rise is L+H be expressed in
the theory?

There is little problem in doing this for contour tones on long vowels,
since long vowels can be represented as a sequence of identical vowels, so
treating a long rising tone as being a sequence of tones is easy.
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+syllabic +syllabic
+back +back
—round —round
—H-tone +H-tone

The problem is short contour tones.

10.1.2 Autosegmental contours

A resolution of this problem was set forth in Goldsmith (1976), who pro-
posed that tones be given an autonomous representation from the rest of
the segment, so that regular segments would be represented at one level
and tones would be an another level, with the two levels of representation
being synchronized via association lines. This theory, known as autoseg-
mental phonology, thus posited representations such as those in (8).

8 a4 = H a= LH a= HL
| \/ \/
a a a

The representation of [4] simply says that at the same time that the rest of
the vocal tract is in the configuration for the vowel [a], the vocal folds
should be vibrating at a high rate as befits an H tone. The representation
for [d] on the other hand says that during the time that the rest of the
vocal tract is producing the short vowel [a], the larynx should start vibrat-
ing slowly (produce an L tone) and change to a higher rate of vibration to
match that specified for an H tone - this produces the smooth increase
in pitch which we hear as a rising tone. The representation of [d] simply
reverses the order of the tonal specifications.

The view which autosegmental phonology takes of rules is different
from that taken in the classical segmental theory. Rather than viewing the
processes in (2) as being random changes in feature values, autosegmental
theory views these operations as being adjustments in the temporal rela-
tions between the segmental tier and the tonal tier. Thus the change in (2a)
where H becomes rising after L and fall can be expressed as (9).

©) (H)\L P‘I (H) L H
—
A Y

By simply adding an association between the L tone element on the left and
the vowel which stands to the right, we are able to express this tonal change,
without actually changing the intrinsic feature content of the string: we
change only the timing relation between tones and vowels. This is notated as
in (10), where the dashed association line means “insert an association line.”
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Two other notational conventions are needed to understand the formula-
tion of autosegmental rules. First, the deletion of an association line is
indicated by crossing out the line:

(11) H
X
\%

Second, an element (tone or vowel) which has no corresponding associa-
tion on the other tier (vowel or tone) is indicated with the mark ['], thus,
V'’ indicates a toneless vowel and H' indicates an H not linked to a vowel.

One striking advantage of the autosegmental model is that it allows us
to express this common tonal process in a very simple way. The theory
also allows each of the remaining processes in (2) to be expressed equally
simply - in fact, essentially identically, as involving an expansion of the
temporal domain of a tone either to the left or to the right.

(12) I‘{ L (=(2b)) P‘I
Y \%

‘L (=@2¢) IFP\I (=@2d)

\Y vV Vv

The problem of the natural classes formed by contour tones and level
tones was particularly vexing for the linear theory. Most striking was the
fact that what constitutes a natural class for contour tones depends on the
linear order of the target and conditioning tones. If the conditioning
tones stand on the left, then the natural classes observed are {L,F} and
{H,R}, and if the conditioning tones stand on the right, then the natural
groupings are {L,R} and {H,F}. In all other cases, the groupings of ele-
ments into natural classes are independent of whether the target is to the
right or the left of the trigger. The autosegmental representation of con-
tour tones thus provides a very natural explanation of what is otherwise
a quite bizarre quirk in the concept “natural class.”

The autosegmental model also provides a principled explanation for the
nonexistence of rules such as (4), i.e. therulesH —-F |/ {LLR} _ andL—>R/
{H,F} __.The change of H to F after L would involve not just an adjustment
in the temporal organization of an L-H sequence, but would necessitate
the insertion of a separate L to the right of the H tone, which would have
no connection with the preceding L; the change of H to F after R is even
worse in that the change involves insertion of L when H is remotely pre-
ceded by a L. Thus, the closest that one could come to formalizing such a
rule in the autosegmental approach would be as in (13).

(13) L (H) H > L@H HL
\Va AV
A vV Vv

As we will discuss in this chapter, autosegmental theory resulted in a con-
siderable reconceptualization of phonological processes, and allowed the
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theory of rules to be considerably constrained so that such rules which
perform arbitrary actions in arbitrary contexts simply were rendered for-
mally impossible to state.

In addition to the fact that the theory provides a much-needed account
of contour tones, quite a number of other arguments can be given for the
autosegmental theory of tone. The essential claim of the theory is that
there is not a one-to-one relation between the number of tones in an
utterance and the number of vowels: a single tone can be associated with
multiple vowels, or a single vowel can have multiple tones. Moreover, an
operation on one tier, such as the deletion of a vowel, does not entail a
corresponding deletion on the other tier. We will look at a number of
arguments for the autonomy of tones and the vowels which phonetically
bear them in the following sections.

10.1.3 Tone preservation

One very common property exhibited by tones is stability, where the dele-
tion of a vowel does not result in the deletion of the tone born by the vowel.
Very commonly, the tone of a deleted vowel is transferred to the neighbor-
ing vowel, often resulting in a contour tone. We have seen an example of
this phenomenon in Yekhee, where the combination of an L vowel plus H
vowel results in a rising-toned vowel, and H+L gives a falling-toned vowel.

(14) 0Oké okpd — okokpd ‘one ram’
6wa 6wa — dwowa ‘every house’

In the autosegmental theory, deletion of a vowel does not directly affect
the tone which was associated with it, and as a result, after deletion of the
vowel the tone simply remains on the tonal tier with no association with
the segmental tier - such an unassociated tone is referred to as a floating
tone.

oke okpa — okokpa

(15) L HL H LHL H H
|
(0] — oOwowa

LH L HIH L
L
wa owa

One of the principles proposed in this theory is that all vowels must
(eventually) bear some tone, and all tones must be born by some vowel -
this condition is known as the Well-formedness Condition. Accordingly,
the unassociated tones which resulted from the deletion of a vowel
would then be associated with the following vowel, resulting in a falling
or rising tone.

(16) LHL H HLH ‘L
okékpa 0 a

wWow

The combination of two like-toned vowels, as in the case of éké éla — ékéla
‘three rams,” brings out another principle of the theory. By the operation
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of vowel deletion and reassociation of the floating tone, one would expect
the following representation.

(17 LHHL
ekela

This would not be distinct from the simple tone melody LHL: (17) says that
the vowel e should be produced at high pitch at the beginning and at the
end, with no other pitches being produced. The Twin Sister Convention
was proposed as a constraint on the theory, so that such a phonetically
indistinguishable representation is formally disallowed.

(18) Twin Sister Convention
Adjacent identical tones on one vowel are automatically simplified

Another illustration of the autosegmental treatment of tone preserva-
tion comes from Lomongo. When vowels are brought together, either
directly in the underlying representation or as the result of deleting cer-
tain consonants, the vowel sequence is reduced to a single vowel which
preserves all of the component tones of the two vowels. This can result not
just in the simple contours R and F, but also in the complex three-tone
contours fall-rise (FR) and rise—fall (RF).

(199 H+tH—H  betdmbd béfé = —  betdmbéfé ‘two trees’
L+L—L 1a it6ko —  litoko ‘with the fork’
H+L—F mpuld iné —  mpujwiné ‘these birds’
L+H—>R 1a bdna —  13na ‘with the baby’
H+F—F songolo dtswe —  s6ngo6ldtswe  ‘may S. enter’
H+R —FR Dbaléongd bakdié —  baléngd kaé ‘his blood’
L+F—RF  fakala 5tswa —  fakald tswa ‘F. comes in’
L+R—R banko bam3 —  bdnkdm3 ‘those others’
R+F—RF  3m3 émbe —  3mé mbe ‘may someone

else sing’

The derivation of the last example illustrates how the autosegmental the-
ory explains the pattern elegantly. In this case, the first vowel deletes,
causing its two tones to become floating. Those tones are associated with
the following vowel by the Well-formedness Conditions. This results in
two adjacent H tones on one vowel, which by the Twin Sister Convention
reduce to one H, giving the phonetic output.

(200 LH LH HL L LH LH HL L
Vv - VoV -
omod embe om embe
LH LHHLL ILH LHLL

V A\ -V N/

om embe om embe
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The fact that the theory effortlessly handles three-tone contours, when
the linear theory struggled to handle even two-tone contours, is clear
evidence that autosegmental theory is the better theory.

10.1.4 Across-the-board effects

Another phenomenon which argues for the autosegmental representa-
tion of tone is across-the-board tone change. An illustration of such a tonal
effect can be found in Shona. The examples in (21) show that if a noun
begins with some number of H tones, those H’s become L when preceded
by one of the prefixes né-, sé- and ché.

(21)

N with N like N of N

mbwd né-mbwa sé-mbwa ché-mbwa ‘dog’

hové né-hove sé-hove ché-hove ‘fish’
mbundudzi némbundudzi sémbundudzi ché-mbundudzi ‘army worm’
hdkdta né-hakata sé-hakata ché-hakata ‘bones’

bénzibviinzd né-benzibviinzd sé-benzibviinza ché-benzibvunza ‘fool’

As shown in (22) and by the last example of (21), an H tone which is not
part of an initial string of H’s will not undergo this lowering process.

(22) N with N like N of N
murimé né-murdamé sé-murumé ché-murimé ‘man’
badza né-badza sé-badza ché-badza ‘hoe’

The problem is that if we look at a word such as mbindiidzi as having
three H tones, then there is no way to apply the lowering rule to the word
and get the right results. Suppose we apply the following rule to a standard
segmental representation of this word.

(23) V. —|[-H]/ se, ne, che __
[+H] [+H]

Beginning from /né-mbundudzi/, this rule would apply to the first H-toned
vowel giving né-mbundiindzi. However, the rule could not apply again since
the vowel of the second syllable is not immediately preceded by the prefix
which triggers the rule. And recall from examples such as né-murimé that
the rule does not apply to noninitial H tones.

This problem has a simple solution in autosegmental theory, where we
are not required to represent a string of n H-toned vowels as having n H
tones. Instead, these words can have a single H tone which is associated
with a number of vowels.

(24) H H H H L H
| A /N A |
mbwa hove mbundudzi benzibvunza

Given these representations, the tone-lowering process will only operate
on a single tone, the initial tone of the noun, but this may be translated
into an effect on a number of adjacent vowels.
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(25) L L L L LH
| A ANN AT
mbwa hove mbundudzi benzibvunza

There is a complication in this rule which gives further support to the
autosegmental account of this process. Although this process lowers a
string of H tones at the beginning of a noun, when one of these prefixes
precedes a prefixed structure, lowering does not affect every initial H
tone. When one prefix precedes another prefix which precedes a noun
with initial H’s, the second prefix has an L tone and the noun keeps its H
tones.

(26) N of N like of N
mbundiadzi chémbundudzi sé-che-mbindddzi ‘army worm’
hdkdta ché-hakata sé-che-hdkdta ‘bones’

However, if there are three of these prefixes, the second prefix has an L
tone, and lowering also affects the first (apparent) string of tones in the
noun.

(27) sé-ne-ché-mbundudzi  ‘like with of army worm’
sé-ne-ché-hakata ‘like with of bones’

A simple statement like “lower a sequence of adjacent H’s” after an H
prefix would be wrong, as these data show. What we see here is an alter-
nating pattern, which follows automatically from the rule that we have
posited and the autosegmental theory of representations. Consider the
derivation of a form with two prefixes.

(28) H H H H L H
se-che-mbundudzi se-che-mbundudzi

The lowering of H on che gives that prefix an L tone, and therefore that pre-
fix cannot then cause lowering of the H’s of the noun. On the other hand,
if there are three such prefixes, the first H-toned prefix causes the second
prefix to become L, and that prevents prefix 2 from lowering prefix 3.
Since prefix 3 keeps its H tone, it therefore can cause lowering of H in the
noun.

299 HHH H HL H L

10 O VA N VAN

se-ne-che-mbundudzi se-ne-che-mbundudzi

Thus it is not simply a matter of lowering the tones of any number of
vowels. Unlike the traditional segmental theory, the autosegmental model
provides a very simple and principled characterization of these patterns of
tone lowering.
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10.1.5 Melodic patterns

Another phenomenon which supports the autonomy of tones and segments
is the phenomenon of melodic tonal restriction. In some languages, there
are restrictions on the possible tones of words, irrespective of the number
of vowels in the word. Mende is an example of such a language. Although
this language has H, L, rising, falling and rise-falling tones, the distribu-
tion of those tones in words is quite restricted. Words can be analyzed as
falling into one of five tone melodies, illustrated in (30).

(30) H pél¢ ‘house,” kb ‘war’

L bele ‘trousers,” kpa ‘debt’
HL kénya, mbi ‘owl’
LH nikd, mba ‘rice’

LHL  nikili ‘groundnut,’ nyahd ‘woman,” mbd ‘companion’

If tones were completely unrestricted, then given five surface tones, one
would predict twenty-five patterns for bisyllabic words and 125 patterns
for trisyllabic words. Instead, one finds five patterns no matter how many
vowels there are.

This distribution can be explained if the restriction is simply stated at
the level of the tonal representation: the tone pattern must be one of H, L,
LH, HL or LHL. As seen in (31), given an autosegmental representation of
tone, nikili, nyahd, and mbd all have the same tonal representation.

(31) LHL LHL LHL
1] |/ \/
nikili nyaha mba

10.1.6 Floating tones

Another tonal phenomenon which confounds the segmental approach to
tone, but is handled quite easily with autosegmental representations, is
the phenomenon of floating tones, which are tones not linked to a vowel.

Anlo tone. The Anlo dialect of Ewe provides one example. The data in
(32) illustrate some general tone rules of Ewe. Underlyingly, the noun ‘buf-
falo’ is [eto]. However, it surfaces as [etO] either phrase-finally or when the
following word has an L tone.

(32) eto ‘buffalo’ eto me ‘in a buffalo’
eto peple ‘buffalo-buying’ éto dyi ‘on a buffalo’
eto megbé ‘behind a buffalo’

These alternations are explained by two rules; one rule lowers M (mid) to
L at the end of a phrase, and the second assimilates M to a following L.

(33) M>L|_## M—oL|/_L

Thus in the citation form, [ét0/ first becomes éto, then [etO].
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Two other tone rules are exemplified by the data in (34).

(34) etoé ‘mountain’ eto dyi ‘on a mountain’
etéd mégbé ‘behind a mountain’

Here, we see a process which raises M to Superhigh tone (SH) when it is
surrounded by H tones; subsequently a nonfinal H tone assimilates to a
preceding or following SH tone.

(35) M—SH/H_H H->SH%SH _

We know from eto megbé ‘behind a buffalo’ that megbé has the tones MH.
Therefore, the underlying form of étd mégbé ‘behind a mortar’ is ét6 megbé.
The underlying form is subject to the rule raising M to SH since the M is
surrounded by H tones, giving ét6 mégbé. This then undergoes the SH assim-
ilation rule. Another set of examples illustrating these tone processes is (36),
where the noun Jatyiké/ ends in the underlying sequence HM. When
followed by /mégbé/, the sequence HMMH results, so this cannot undergo the
M-raising rule. However, when followed by /dyi/, the M-raising rule applies to
/ké/, giving a SH tone, and the preceding syllable then assimilates this SH.

(36) atyike ‘root’ atyike ¢éplé ‘root-buying’
atyike mégbé ‘behind a root’ atyiké dyi ‘on a root’

There are some apparently problematic nouns which seem to have a
very different surface pattern. In the citation form, the final M tone does
not lower; when followed by the MM-toned participle [pé¢lé/, the initial
tone of the participle mysteriously changes to H; the following L-toned
postposition mé inexplicably has a falling tone; the postposition /mégbé/
mysteriously has an initial SH tone.

(37) eto ‘mortar’ eto pégple ‘mortar-buying’
éto meé ‘in a mortar’ éto dyi ‘on a mortar’
€t0 mégbé ‘behind a mortar’

All of these mysteries are resolved, once we recognize that this noun actually
does not end with an M tone, but rather ends with a H tone that is not asso-
ciated with a vowel, thus the underlying form of the noun ‘mortar’ is (38).

(38) et o

M MH

Because the noun ends in a (floating) H tone and not an M tone, the rule low-
ering prepausal M to L does not apply, which explains why the final tone
does not lower. The floating H associates with the next vowel if possible,
which explains the appearance of an H on the following postposition as a
falling tone (when the postposition is monosyllabic) or level H (when the
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next word is polysyllabic). Finally, the floating H serves as one of the
triggering tones for the rule turning M into SH, as seen in eto mégbé. The
hypothesis that this word (and others which behave like it) ends in a floating
H tone thus provides a unified explanation for a range of facts that would
otherwise be inexplicable. However, the postulation of such a thing as a
“floating tone” is possible only assuming the autosegmental framework.

Mixtec. Another example of floating tones can be seen in the language
Mixtec. As (39) indicates, some words such as kée ‘will eat” have no effect
on the tone of the following word, but other words such as the apparently
homophonous verb meaning ‘will go away’ cause the initial tone to

become H.

(39) suci ‘child’ kee ‘will go away’
koo ‘snake’
kee ‘will eat’

kee suéi  ‘the child will eat”  kee stici  ‘the child will go away’
kéé koo  ‘the snake will eat” keé k60  ‘the snake will go away’

A similar effect is seen in (40), where takd ‘all’ has no effect on the follow-
ing word, but mdd ‘that’ causes raising of the initial tone of the next word.

(40) takd suci ‘all the children”  mdd suci ‘that child’
taka bé?re ‘all the houses’ madd bére ‘that house’
taka koo ‘all the snakes’ mdd koo ‘that snake’
takd mini ‘all the puddles’ mdd mini ‘that puddle’

These data can be explained very easily if we assume the following under-
lying representations.

(41) MM MMH L H HH H

kee kee taka maa

Ga. Other evidence for floating tones comes from Ga. In this language,
there is a rule changing the tone sequence HL at the end of a phrase into
H'H. The operation of this rule can be seen in the data of (42), where the
presence of the future tense prefix bad causes a change in the tone of final
L-toned verbs with the shape CV.

(42) 3sg past 3sg future
ea e-bad-'td ‘dig’
e-jo e-bad-jo ‘dance’
e-gbe e-bad-'gbé Lilr
e-kpe e-bad-'kpé ‘sew’
e$3 e-bai-s3 ‘pull’
e-td e-bad-'td ‘jump’

e-wo e-bad-‘woé ‘wear’
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The necessity of restricting this rule to an HL sequence which is at the end
of a phrase is demonstrated by examples such as ebadgbe Ako ‘he will kill
Ako,” ebadkpe ataadé ‘he will sew a shirt,” ebads5 kpap ‘he will pull a rope,’
where the sequence is not prepausal. This restriction also explains why
verbs with long vowels or two syllables do not undergo this alternation: the
L-toned syllable that comes after the H is not also at the end of the phrase
(43) 3sg past 3sg future
e-gboo e-bad-gboo ‘hunt’
e-hao e-bad-hao ‘worry’
e-s20 e-bad-soo ‘catch’
e-sole e-bad-sole ‘pray’
e-hala e-bad-hala ‘chose’
This rule does not apply to tense-inflections on verbs, for example the plu-
ral imperative -a (ny€-hé-a ‘buy (pl)’) or the habitual -o (e-mdjé-o ‘he sends’).
A second relevant rule is Plateauing, whereby HLH becomes H'HH. This
can be seen in (44) involving verbs with final HL. When the following object
begins with a H tone, the resulting HLH sequence becomes H'HH.
(44) nyé-héa ‘buy (pl)!
nyé-hé-4 tii ‘buy (pl) a gun!’
nyé-hé-a fo ‘buy (pl) oil?
e-majé-o ako ‘he sends Ako’
e-majé's dku ‘he sends Aku’
mifigbe kwakwé ‘T am killing a mouse’
mif'gbé féte ‘I am killing a termite’
This rule also applies within words, when the verb stem has the underly-
ing tone pattern LH and is preceded by an H-toned prefix. gesecsesecsesecsc.,
: In these examples, ™,
(45) 3sg past 3sg future : the rule changing  *
e-huld e-bad-huld jump’ * prepausal HL to HH +
e-kasé e-bad' kdsé ‘learn’ * does not apply to the
e-kojo e-bad-kéjo Judge’ * verb in citation form
e-majé e-bad'majé ‘send’ * because the L tone is ¢

There are a number of areas in the language where floating tones can
be motivated. The perfective tense provides one relevant example.
Consider the data in (46), which contrasts the form of the subjunctive and
the perfective. Segmentally these forms are identical: their difference lies
in their tone. In both tenses the subject prefix has an H tone. In the per-
fective, the rule affecting prepausal HL exceptionally fails to apply to an L
toned CV stem, but in the subjunctive that rule applies as expected.

(46) 3sg subjunctive 3sg perfective
é'¢a éca ‘dig’
é456 é-jo ‘dance’

< in a tense suffix.

.
escc0ccccccccccccee®
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é-'gbé é-gbe Ll

é'kpé é-kpe ‘sew’
&85 5585 ‘pull’
é&'wo é-wo ‘wear

You might think that the perfective is an exception, but there is more
to it.

Another anomaly of these verbs forms is that the Plateauing rule fails
to apply between the verbs of (46) and an initial H tone, even though the
requisite tone sequence is found.

(47) é-gbe dku ‘he has killed Aku’
é-83 gli'gh ‘he has pulled a nose’
é-wo jwe'é ‘he has worn grass’

The failure of both the HL — H'H rule and the Plateauing rule can be
explained by positing that the perfective tense is marked by a floating L
tone which comes between the subject prefix and the verb stem; thus the
phonological representation of perfective é-wo would be (48).

48) HLL
I
e — WO

The floating L between the H and the L of the root means that the H is not
next to the prepausal L, which we have already seen is a crucial condition
for the change of HL to H'H. In addition, the presence of this floating L
explains why this verb form does not undergo Plateauing. Thus two anom-
alies are explained by the postulation of a floating tone.

Other examples of the failure of the Plateauing rule in this tense can be
seen below. The examples from the simple past show that these verbs
underlyingly have the tone pattern LH, which surfaces unchanged after
the L-toned subject prefix used in the simple past. The subjunctive data
show that these stems do otherwise undergo Plateauing after an H-toned
prefix; the perfective data show that in the perfective tense, Plateauing
fails to apply within the word.

(49) 3sg past 3sg subjunctive 3sg perfective

e-hulu é-huld é-hulu jump’
e-kasé é-kdsé é-kasé ‘learn’
e-kojo €-k6j6 é-kojo judge’
e-majé é'maijé é-majé ‘send’

Again, these facts can be explained by positing a floating tone in the
perfective tense: that L means that the actual tone sequence is HLLH,
not HLH, so Plateauing would simply not be applicable to that tone
sequence.
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(50) HLLH

e - hulu
Finally, the postulation of a floating L as the marker of the perfective
explains why a downstep spontaneously emerges between the subject pre-

fix and a stem-initial H tone.

(51) 3sg past 3sg subjunctive 3sg perfective

ebé é-bé é-bé ‘quarrel’
e-chil é-chil é-chil ‘send’
edd édi ¢-dii ‘cultivate’
e-f6 éf6 é-6 ‘weep’
e-f5té é-f5té é-f5té ‘pour’
ejalé éjalé édlé ‘rinse’

Thus the postulation of a floating tone as the marker of the perfective
explains a number of anomalies: insofar as floating tones have a coherent
theoretical status in autosegmental phonology but not in the linear
theory, they provide strong support for the correctness of the autoseg-
mental model.

10.1.7 Tonal morphemes

Another example of the kind of dissynchrony between tones and vowels
which is explained by the autosegmental model is the tonal morpheme,
where a particular morpheme is expressed solely as a tone - this is a
variant of the problem of floating tones. One such example is the
expression of case marking and the marking of modified nouns in
Angas. When a noun is case marked in Angas (when it is at the end of
the subject or object NP, for example), case marking is indicated with a
suffixed floating H which links to the final vowel, forming a rising tone
if the final tone of the noun is M or L. When a noun is followed by an
adjective in its phrase, that fact is marked by the suffixation of a float-
ing L tone, which forms a falling contour tone when the last tone is M
or H.

(52) tépgp  ‘rope’ tép ‘rope (case)’  tép ‘rope (modified)’
mus ‘cat’ mus ‘cat (case) mts ‘cat (mod.)
¢én  ‘hoe’ ¢én  ‘hoe(case) ¢én  ‘hoe (mod.)
nyi  ‘elephant’ nyi ‘elephant nyi ‘elephant (mod.)’

(case)

?as  ‘dog’ ?ds  ‘dog(case) ?as  ‘dog(mod.)
zwal  ‘boy’ zwal ‘boy (case) zwal ‘boy (mod.)
j€m ‘child’ 1¥€m  ‘child (case)) jem ‘child (mod.)
mas ‘locustbean’ mds ‘bean (case) mas ‘bean (mod.)
puk ‘soup’ puk  ‘soup (case) puk ‘soup (mod.)
?as  ‘tooth’ ?as ‘tooth (case)’ ?as ‘tooth (mod.)

joli  ‘ape joli  ‘ape(case))  joli  ‘ape (mod.]
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Tiv is another language with morphemes being marked by tone, in this
case verbal tense-aspect. Verb roots in Tiv lexically have either an H tone
or an L tone on the first syllable of the root. The general past tense is
marked with a floating L tone; the past habitual with a H; the recent past
with the tone sequence HL.

(53) H verbs L verbs
General past (L)
vd ‘come’ dza ‘go’
ungwa ‘hear’ vende ‘refuse’
yévese ‘flee’ ngohoro ‘accept’

Past habitual (H)

va dzd
ungwd véndé
yévésé ngohoéro
Recent past (HL)

va dzd
ungwd vendé
yévése ngohoéro

In addition to showing the effects of various floating tone morphemes
which mark tense-aspect, these data illustrate the application of a con-
tour-simplification rule. We now consider how representative forms are
actually derived. The concatenation of the L root ngohoro and the recent
past morpheme gives the following underlying form:

(54) L HL
ngohor

These tones must be assigned to the vowels of the stem: we can see that
the first tone links to the first free vowel and the second tone links to
the second free vowel. This is an instance of one-to-one left-to-right

mapping.
(55) Link free tones to free vowels, one-to-one, from left to right

This process is so common that it had been thought that it is actually a
universal convention on free tones - we now know, since languages have
been discovered which do not obey this condition - that it is a language-
specific rule, though a very common one. Application of this rule to (54)
gives the surface form.

Now consider the disyllabic L root véndé. This root has two vowels but three
tones. If all of the tones were to be associated with the vowels of the root, this
would force the final syllable to bear the tone sequence HL, i.e. it would have
a falling tone. We can see that there are no contour tones in the data. This
leaves us with two possibilities in accounting for véndé: either the rule
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associating floating tones with vowels simply does not link a floating tone
with a vowel that already has a tone, or floating tones do associate with vow-
els that already bear a H and then some later rule eliminates tonal contour
tones. If we assume that floating tones are all initially associated with a
vowel and contours are later eliminated, we will require the following rule,
which deletes the L-tone component of a falling tone.

(56) H L—>@

L

v

Finally, we come to /dza/, which has H if one of the floating tone patterns H
or HL is added to the root. This can be explained if floating tones are associ-
ated with root vowels even when this would result in a contour tone. Linking
the melodic tones to this root would result in the following representation:

(57) LHL

4

dza

Rule (56) applies in a mirror-image fashion: it deletes L in combination
with an H on one vowel, standing before or after the H. This explains why
the lexical L is replaced with an H. Under the alternative account, that
floating tones only link to vowels which do not have any other tone, we
would be unable to explain why the lexical L is replaced by H when a
melodic pattern with an H tone is added.

10.1.8 Toneless vowels

Another phenomenon demonstrating the independence of tones and vow-
els is the existence of underlyingly toneless vowels. This can be illustrated
with data from Margyi. There are two tones in Margyi, H and L, but there
are three underlying types of vowels in terms of tonal behavior, namely H,
L, and toneless. Examples of underlyingly toneless morphemes are [d]/
‘buy,” [sko/ ‘wait’ and [na/ ‘away.” When two morphemes with underlying
tones are combined, there are no surface tone changes. However, when
one of the toneless morphemes is combined with a morpheme with tone,
the toneless morpheme takes on the tone of the tone-bearing morpheme.

(58) td + ba — tdbd ‘to cook all’
ndal + bd — ndalba ‘to throw out’
dal + bd — d3lba ‘to buy’
nd + da — ndda ‘give me’
hari + da — harda ‘bring me’
sko + da — skada ‘wait for me’
td + na — tdnd ‘to cook and put aside’
ndal + na — ndalna ‘to throw away’

dal + na — d3lna ‘to sell’
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As (59) indicates, this can be accounted for by spreading tone (i.e. adding
associations between tone and vowels) to toneless vowels.

(59) H H L

déi + ba ta+n ndal +‘nna

The form d'dl-na ‘to sell, which combines two toneless morphemes,
illustrates another property of tone systems. Since all vowels must on the
surface have some tonal specification, the following question arises: if
there is no tone present in the string which could spread to toneless vow-
els, how do toneless vowels get their surface tone? The answer is that there
are also rules of default tone assignment, which guarantee that if a vowel
does not otherwise have a tone value, one is automatically assigned. Such
a rule can be formalized as (60).

(60) L
-
\4 \%

Generally, in languages with two levels of tone, the default value
assigned to otherwise toneless vowels is L; in languages with three tone
levels, the default tone specification is usually M tone. Yoruba is a lan-
guage with three tone levels, where it can be argued that M-toned vowels
are actually underlyingly toneless, and M tones are assigned by a default
tone-assignment rule. The examples in (61) illustrate a very general tone-
spreading rule whereby L tone becomes falling after H, and H tone
becomes rising after L. However, M is unchanged after either L or H, and
M also has no effect on a following L or H.

(61) ko pd ‘it is not plentiful’ ko dun ‘it is not sweet’
6 pd ‘it is plentiful’ 6 dn ‘it is sweet’
£kd ‘lesson’ 3b3 ‘monkey’

55 ‘mourning’ giga ‘height’
1sé ‘work’ €jo ‘snake’

The question is how to exclude M tone from being targetted by this rule,
and how to prevent M tone from spreading. If we assume that tonally
unspecified vowels are assigned an M tone by default, and that M tones in
Yoruba derive only from application of this default specification rule,
then we can explain these patterns rather simply. We can assume the
following tone-spreading rule, where T represents any tone.

(62) T
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The fact that contours are not formed with M tone follows from the fact
that a contour is two tone specifications on one vowel, plus the hypothesis
that M tone is only assigned if there is no tonal specification on a vowel.

10.1.9 Tonal mobility

The final demonstration of the autonomy of tone from segments is the
tone mobility, which is the fact that tones can move about from vowel to
vowel quite easily, in a fashion not shared with segmental properties. One
example of tonal mobility comes from Nkore, seen in (63). This language
has an underlying contrast between words whose last syllable is H toned,
and those whose penultimate syllable is H toned. In prepausal position,
underlyingly final H tones shift to the penultimate syllable, thus neutral-
izing with nouns having an underlyingly penult H. When some word
follows the noun, the underlying position of the H tone is clearly revealed.

(63) Nouns with penult H

okuguru ‘leg’ okuguru kuruunji ‘good leg’
omukdzi ‘worker’ omukdzi muruunji ‘good worker’
embuzi ‘goat’ émbuizi nutnji ‘good goat’
echiképo ‘cup’ échiképo chirtitinji ‘good cup’
embibo ‘seeds’ émbibo nuunji ‘good seeds’
Nouns with final H

omugtzi ‘buyer’ omuguzi murtunji ‘good buyer’
omukdma ‘chief’ omukamd murtunji ‘good chief
eémbwa ‘dog’ éembwd nuunji ‘good dog’
oburo ‘millet’ oburé buruunji ‘good millet’
kasuku ‘parrot’ kasukud ntunji ‘good parrot’

There are a number of reasons internal to the grammar of Nkore for treat-
ing L tone as the default tone, and for only specifying H tones in the
phonology so that phonetically L-toned vowels are actually toneless. This
alternation can be accounted for by the following rule of tone-throwback.

(64) H

V CoV ##

Another example of tone shift can be seen in Kikuyu. Like Nkore, there
are good reasons to analyze this language phonologically solely in terms
of the position of H tones, with vowels not otherwise specified as H being
realized phonetically with a default L tone. We will follow the convention
adopted in such cases as marking H-toned vowels with an acute accent,
and not marking toneless (default L) vowels.

Consider the Kikuyu data in (65) from the current habitual tense. The first
two examples in (65a) would indicate that the morphemes to-, -+or-, -ay-, and
-a are all toneless. The third example, however, shows the root ror with an H
tone: this happens only when the root is preceded by the object prefix ma. In
(65b), we see that — in contrast to what we see in (65a) — the habitual suffix
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-ay- has an H tone when it is preceded by the root tom (which is itself tone-
less on the surface). As with (65a), the syllable that follows ma has an H tone.

(65) a. to-ror -ay -a ‘we look at’
we-look at-hab-tense
to-mo -ror  -ay -a ‘we look at him’
we-him-look at-hab-tense
to-ma -Tdr -ay -a ‘we look at them’
we-them-look at-hab-tense

b. to-tom-dy-a ‘we send’

to-mo-tom-dy-a ‘we send him’
to-ma-tém-dy-a ‘we send them’

It is clear, then, that certain syllables have the property of causing the fol-
lowing syllable to have a surface H tone. This is further demonstrated in
(66), where the derivational suffixes -er- and -an- follow the roots -ror- and
-tom-: we can see that the syllable after -tom always receives an H tone.

(66) to-ror-er-ay-a ‘we look for’
to-tom-ér-ay-a ‘we send for’
to-ror-an-ay-a ‘we look at each other’
to-tom-dn-ay-a ‘we send each other’
to-ror-er-an-ay-a ‘we look for each other’
to-tom-ér-an-ay-a ‘we send for each other’

Further examples of this phenomenon are seen in the examples of the
recent past in (67). In (67a), the root ror (which generally has no H tone)
has an H tone when it stands immediately after the recent-past-tense pre-
fix -a-; or, the object prefix that follows -a- will have a surface H tone. The
examples in (67b) show the same thing with the root -tom- which we have
seen has the property of assigning an H tone to the following vowel.

(67) a. to-ardra ‘we looked at’
to-a-moé-ror-a ‘we looked at him’
to-a-mda-rir-a ‘we looked at them’

b. to-a-tém-d ‘we sent’
to-a-moé-tom-4 ‘we sent him’
to-a-ma-tém-4 ‘we sent them’

We would assume that the root -tdm- has an H, as do the object prefix
-md- and the tense prefix -a-, and this H tone is subject to the following
rule of tone shift, which moves every H tone one vowel to the right.

(68)

H
V C VvV

Thus, [to-tdm-er-ay-a/] becomes totoméraya, [to-md-ror-ay-a] becomes
tomardraya, and [to-d&-md-tém-a becomes toamdtomd.
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(69) H HH

toamatoma

An even more dramatic example of tone shifting comes from Digo. In
this language, the last H tone of a word shifts to the end of the word. The
root vugura is toneless, as is the object prefix ni, but the object prefix a
‘them’ has an underlying H tone, which is phonetically realized on the
last vowel of the word. Similarly, the root togora is toneless, as is the sub-
ject prefix ni, but the third-singular subject prefix a has an H tone, which
shifts to the end of the word. Lastly, the root tsukura is toneless, as is the
tense-aspect prefix -na-, but the perfective prefix ka has an H tone which
shifts to the last vowel of the word.

(70) a. ku-vugura ‘to untie’ ku-vugurira ‘to untie for’
ku-ni-vugurira ‘to untie for me’ ku-a-vugurird ‘to untie for them’
b. ku-togora ‘to praise’ ni-na-togora ‘I'm praising’
a-na-togora ‘he’s praising’
c. ku-tsukura ‘to carry’ ni-na-tsukura ‘T'm carrying’

a-na-tsukurd  ‘he’s carrying’ ni-ka-tsukurd ‘I have carried’

These data can be accounted for by a rule of tone shift which is essential-
ly the same as the Kikuyu rule, differing only in that the tone shifts all the
way to the end of the word.

(71)

H
VvV .. v

10.2 Extension to the segmental domain

The foregoing modification of phonological theory had the obvious good
consequence that tonal phenomena could be accounted for very nicely,
whereas previously tone was largely outside the grasp of the theory. The
impact of autosegmental phonology was much more profound than that,
however. The obvious thing to wonder is, if tones are separate from the
rest of the segment, then perhaps segments themselves are not such
monolithic, unstructured entities. And so investigators looked for evi-
dence for a similar separation of segmental features.

10.2.1 The autonomy of all features

An example of segmental phenomena which are reminiscent of autoseg-
mental tonal properties are floating segmental features as morphemes.
One such case is seen in Vata, there the past-tense marker can be argued
to be simply the specification [+hi], which is suffixed to the stem and is
realized phonetically on the last vowel.

(72) nle ‘Teat’ nli ‘T ate’
n ple ‘I pass’ n plht ‘I passed’
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CP has been

used to describe
pharyngealization.

.
®ecccecccccccccccoe’

0000000000000

sec0cccccccccccce,
.

.

proposed as a feature

®ecccccc®

n mle ‘T go’ n mlt ‘I went’

n no ‘T hear’ nnu ‘T heard’
nzo ‘I place’ n zo ‘I placed’
n wolo ‘I wash’ nwoluo ‘ITwashed’

A second example comes from Fula, where a particular agreement pattern
(“pattern B” below) is marked by a prefix composed of the segmental speci-
fication [—continuant] which causes an initial continuant to become a stop.

(73) Pattern A Pattern B

wecco becce ‘rib’
wibjo bibje ‘wing’
ruulde duule ‘cloud’
sekko cekke ‘mat’
hello kelle ‘slap’
yebre jebel ‘seed’
yimre jimel ‘poem’
yontere jonte ‘week’

Aramaic CP. Azerbaijani Aramaic provides evidence for treating the fea-
ture [constricted pharynx] (|CP]) autosegmentally. This dialect has a con-
trast between pharyngealized or emphatic vowels (A E I U O) specified as
[+CP], and plain vowels (a e i u o). In most words, either all of the vowels
are emphatic, or none of them is.

(74) AmrA ‘wool’ brata ‘daughter’
zZAr?A ‘seed’ bela ‘house’
qU10x ‘stand up!” n@jum ‘sorcery’

Some words may have nonemphatic vowels followed by emphatic vowels.
In such a case, the first emphatic vowel is always a low vowel.

(75) SarAw ‘corn growing riswAy ‘unmannerly speech’
wild’
seyfullAh  ‘a great deal’ fandbAz ‘trickster’
nisAn ‘sign’ pestAmAl ‘towel’
milAqE ‘hung grapes’ eliyAhU ‘name’
galimbAjI  ‘brother’s wife’  silAhlAmIS  ‘supplied with
weapons’

These distributional properties will play an important role in arguing for
an autosegmental treatment of [CP].

In line with the fact that all vowels in a word generally agree in the feature
[CP], (76) shows that suffixes harmonize in [CP] with the preceding vowel.

(76) lixm-a ‘bread’ lixm-e pl
piréaxwar-a ‘old woman’ piraxwar-e pl
nOhr-A ‘mirror’ nOhr-E pl

dIgnAxwATr-A ‘old man’ dIqnAxwAr-E pl
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klu ‘write! (sg)’ klu-mun pl
bilbul ‘seek!’ bilbul-un pl
qu ‘rise!’ qU-mUn pl
mlIsltUn ‘make a king!’ mIsltUn-Un pl

[CP] will spread through a whole sequence of suffixes.

(77) mir-a ‘she said’ xIt-1Ax ‘you (fem sg) sewed’
mir-wa-la ‘she had said’ xIt-wA-1Ax ‘you had sewn’
mir-wa-la-la  ‘she had said it" xIt-wA-l1Ax-U ‘you had sewn them’

We will assume that the only value underlyingly marked for this feature
is [+CP], and that [+CP] spreads to the right by the following rule:

(78) [+CP]

VoV

This rule thus explains why [+CP] vowels are always followed by [+ CP| vow-
els. However, we also need to explain why roots with a [+CP] specification
(generally) have [+CP] beginning with the first vowel. We can assume that,
in the general case, the specification [+CP] is not associated to any partic-
ular vowel, but is just floating, and an unassociated [+CP] specification is
associated with the first vowel of the word by the following rule:

(79 [+cPY’

#CoV

The derivation of mIsltUn-Un ‘make a king (pl)!’ shows these rules.

(80)  [+CP] ey [+CP] (rule (78)) [+CP]
- - AN
misitun-un miSitun-un miSitun-un

There are some suffixes whose vowels are invariably emphatic; that
vowel is always the vowel [A]. No suffixes are invariably plain.

(81) galama ‘pen’ galam-dAn ‘case for scribe’s utensils’
gand ‘sugar’ gand-dAn ‘sugarbow!’
Sakar ‘sugar’ Sakar-dAn ‘sugarbowl’
dukana ‘store’ dukan-dAr ‘shopkeeper’
mewana  ‘guest’ mewan-dAr  ‘hospitable’
jut ‘plow’ jut-kAr ‘plower’
nijum ‘sorcery’ nijum-KAr  ‘sorcerer’

naqs ‘engraving’  naqs$-kAr ‘engraver’
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These suffixes will be assumed to have underlying [CP] specifications, in
contrast to most other suffixes which are unspecified for [CP]. Since the suf-
fix vowel is lexically associated with [+CP)], it does not associate with the
first vowel of the word, and since it does not associate with the first vowel
of the word, [+CP] does not spread to any vowels before that of the suffix.
We also find spreading of [+ CP] between members of a compound. In the
examples of (82), [+CP] spreads from the first compound to the second.

(82) tAhA 3 imme ‘100’
tAhA-mmE ‘300’
dIgnA ‘beard’ xwara ‘white’

dIgnA-xwArA ‘old man’

This is the expected pattern: [+CP| spreads rightward from the first mem-
ber of the compound to the second.

If the second member of the compound has [+CP] vowels, [+CP| spreads
through the second member of the compound.

(83) xwara ‘white’ dIgnA ‘beard’
XWATrA-dIgnA ‘old man’
be ‘without’ hAd ‘limit’
bEhAd ‘exceedingly’
qahwa ‘coffee’ XAnA ‘shelter’
qAhwA-XAnA ‘coffee-room’

This apparent exceptional leftward spreading of [+CP] is nothing of the
sort. Rather, the second member of the compound has a floating [+CP]
specification; in a compound, that feature links to the first vowel of the
word by rule (79), and then spreads to the right.

(84) [+CP] [+CP] [+CP]
- ‘ -
xwara digna xwara digna xwara digna

Another case of [+CP] appearing to the left of the morpheme where it
originates is seen in (85), where a prefix is added to a root with a floating
[+CP] specification.

(85) x08 ‘good’ na-xos pilg
hAq ‘right’ nA-hAq ‘wrong’
rAzI ‘satisfied’ nA-TAzl ‘unsatisfied’
pyala ‘fall’ ma-pole ‘cause to fall’
Satoe ‘drink’ ma-stoe ‘give drink’
myAsA ‘suck’ mA-mOsE ‘give the suck’
rAdOxE ‘boil (intr.)’ mA-rdOxE ‘boil (tr.)

Given the assumption that a root specification of [+CP] is not generally asso-
ciated in the underlying form (except in roots such as (75) where [+CP] is
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unpredictably associated with a noninitial low vowel), our analysis predicts
that the [+CP] specification will link to the first vowel of the word, which
will be the prefix vowel in this case, and spreads to the right thereafter.

The locational suffix -istan has the interesting property that it causes all
vowels in the word to which it is attached to become [+CP].

(86) xaraba ‘ruined’ XATADb-IstAn ‘ruined place’
¢ol ‘uninhabited land’ COL-IstAn ‘wilderness’
hind ‘India’ hInd-IstAn ‘India’

This makes sense if the suffix -istan also has a floating specification [+CP],
which automatically associates with the first vowel of the stem and then
spreads rightward.

(87) [+CP] [+CP] [+CP]
- ‘ -
xarab - istan xarab - istan xarab - istan

10.2.2 Feature geometry

It was realized that all features are autonomous from all other features,
and exhibit the kind of behavior which motivated the autosegmental
treatment of tone. The question then arises as to exactly how features are
arranged, and what they associate with, if the “segment” has had all of its
features removed. The generally accepted theory of how features relate to
each other is expressed in terms of a feature-tree such as (88). This tree —
known as a feature geometry - expresses the idea that while all features
express a degree of autonomy, certain subsets of the features form coher-
ent phonological groups, as expressed by their being grouped together
into constituents such as “Laryngeal” and “Place.”

(88)

Root

lateral strident

consonantal sonorant

continuant nasal

Laryngeal Place

voice
constricted

glottis Coronal Dorsal
e Labial
spread anterior high
glottis distributed low
round back

ATR
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The organization of features into such a structure went hand-in-hand
with the realization that the theory of rules could be constrained in very
important ways. A long-standing problem in phonological theory was the
question of how to express rules of multiple-feature assimilation. We have
discussed rules of nasal place assimilation in previous chapters, and noted
in chapter 6 that such rules necessitate a special notation, the feature
variable notation using a, 3, vy and so on. The notation makes some very
bad predictions. First, notice that complete place assimilation requires
specification of ten features in total.

acoronal acoronal
Banterior Banterior
(89) C — | yback /__| yback
dhigh dhigh
0distributed Odistributed

This is less simple and, by the simplicity metric used in that theory,
should occur less frequently than (90).

(90) C— [acoronal]/__[acoronal]

This prediction is totally wrong: (90) is not just uncommon, it is com-
pletely unattested. Were there to be such a rule that assimilates only the
specification of coronal, we would expect to find sets of assimilations
such as the following:

(91) mc¢ — né (not 1) pé — ¢
ap — gp np — mp
nk — pk nk — mk
it — nt n¢ — né

The fact that the feature-variable theory allows us to formulate such an
unnatural process at all, and assigns a much higher probability of occur-
rence to such a rule, is a sign that something is wrong with the theory.

The theory says that there is only a minor difference in naturalness
between (92) and (89), since the rules are the same except that (92) does
not include assimilation of the feature [anterior].

acoronal acoronal
yback yback

92) C

©2 €= high — | high
Odistributed Odistributed

There is a huge empirical difference between these rules: (89) is very com-
mon, (92) is unattested. Rule (92) is almost complete place assimilation,
but [anterior] is not assimilated, so /np/, /[fik/, and /mt/ become [mp], [pk],
and [nt] as expected, but [fit/ and /n¢/ do not assimilate (as they would
under complete place assimilation); similarly, [p¢/ becomes [i€] as expected
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(and as well attested), but [gpp/ and [gt/ become [np] and [nt], since the
underlying value [—anterior| from [g/ would not be changed. Thus the
inclusion of feature variables in the theory incorrectly predicts the possi-
bility of many types of rules which do not exist in human language.

The variable-feature theory gives no special status to a rule where both
occurrences of a occur on the same feature.

acoronal 6coronal
Banterior aanterior
(93) C — | yback /__| Bback
dhigh vhigh
6distributed ddistributed

This rule describes an equally unnatural and unattested process whereby
a consonant becomes [t] before [pY], [p] before [q], and [p’] before [k]|. Rules
such as (93) do not exist in human language, which indicates that the lin-
ear theory which uses this notation as a means of expressing assimila-
tions makes poor predictions regarding the nature of phonological rules.

The variable notation allows us to refer to legions of unnatural classes
by randomly linking two unrelated features with a single variable:

. [ochigh } b [adistributed} . [acoronal} {avoice }

94
(04) around

anasal aanterior alateral

Class (a) applied to vowels refers to [, u, e, 9, a; (b) refers to [n, T, p, t, K]
but excludes [m, 1, t, ¢, n); (c) groups together [t, k] and excludes [p, €]; (d)
refers to [1] plus voiceless consonants. Such groupings are not attested in
any language.

With the advent of a theory of feature geometry such as in (88), this
problem disappeared. In that theory, the process of place assimilation is
formulated not as the change of one feature value into another, but is
expressed as the spreading of one node - in this case the Place node - at
the expense of another Place node. Thus the change [fif — [m] | _ [p] is
seen as working as in (95):

(95) root root
[nasal] T
PlaTe Plrce
CO}nal Labial
+distn'buted\
-anterior

Just as tone assimilation is the rightward or leftward expansion of the
domain of a tone feature, this process of place assimilation is expansion of
the domain of one set of place specifications, to the exclusion of another.
When one Place node spreads and replaces the Place node of a neighboring
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900000000000 0000000000000000 00

eeccececccccococe,

Laryngeal

consonants like h and

7, however, may lack
any place specifica-
tions: the feature
structure of
laryngeals remains
a topic for
investigation.

.
e0cc0cccccccccccce®

.
®ecccccscccsccccscccscccsec®

segment, that means that all of the original place features are deleted, and
the segment then comes to bear the entire set of place features that the
neighboring segment has.

What the feature-variable notation was able to do was express multiple-
feature assimilations, but given this alternative theory, multiple feature
assimilations will be recast as spreading some node such as Place. The
feature-variable notation can be entirely eliminated since its one useful
function is expressed by different means. The theory of feature geometry
enables a simple hypothesis regarding the form of phonological rules,
which radically constrains the power of phonological theory. This hypoth-
esis is that phonological rules can perform one simple operation (such as
spreading, inserting or deletion) on a single element (a feature or organizing
node in the feature tree).

The thrust of much work on the organization of phonological repre-
sentations has been to show that this theory indeed predicts all and only
the kinds of assimilations found in human languages (specific details of
the structure of the feature tree have been refined so that we now know,
for example, that the features which characterize vowel height form a
node in the feature tree, as do the features for the front/back distinction
in vowels). The nonlinear account of assimilations precludes the unnatu-
ral classes constructed by the expressions in (94), since the theory has no
way to tie a specific value for a feature to the value of another feature. The
theory does not allow a rule like (92), which involves spreading of only
some features under the place node. The nature of a tree like (88) dictates
that when a rule operates on a higher node, all nodes underneath it are
affected equally. Unattested “assimilations” typified by (93) cannot be
described at all in the feature geometric theory, since in that theory the
concept “assimilation” necessarily means “of the same unit,” which was
not the case in the variable-feature theory.

The theory of features in (88) makes other claims, pertaining to how
place of articulation is specified, which has some interesting conse-
quences. In the linear model of features, every segment had a complete set
of plus or minus values for all features at all levels. This is not the case
with the theory of (88). In this theory, a well-formed consonant simply
requires specification of one of the articulator nodes, Labial, Coronal or
Dorsal. While a coronal consonant may have a specification under the
Dorsal node for a secondary vocalic articulation such as palatalization or
velarization, plain coronals will not have any specification for [back] or
[high]; similarly, consonants have no specification for [round]| or Labial
unless they are labial consonants, or secondarily rounded. In other words,
segments are specified in terms of positive, characteristic properties.

This has a significant implication in terms of natural classes. Whereas
labials, coronals, and dorsals are natural classes in this theory (each has a
common property) - and, in actual phonological processes, these segments
do function as natural classes — the complements of these sets do not
function as units in processes, and the theory in (88) provides no way to
refer to the complement of those classes. Thus there is no natural class of
[—coronal] segments ([p, k] excluding [t, ¢]) in this theory. Coronal is not
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seen as a binary feature in the theory, but is a single-valued or privative
property, and thus there is no way to refer to the noncoronals since nat-
ural classes are defined in terms of properties which they share, not prop-
erties that they don’t share (just as one would not class rocks and insects
together as a natural group, to the exclusion of flowers, by terming the
group “the class of nonflowers”). Importantly, phonological rules do not
ever seem to refer to the group [—coronal], even though the class [+coronal]
is well attested as a phonological class. The model in (88) explains why we
do not find languages referring to the set [p, k]. It also explains something
that was unexplained in the earlier model: the consonantal groupings
[p, t] versus [C, k] are unattested in phonological rules. The earlier model
predicted these classes, which are based on assignment of the feature
[*anterior]. In the model (88) the feature [anterior] is a dependent of the
Coronal node, and thus labials and velars do not have a specification of
[anterior], so there is no basis for grouping [p, t] or [¢, k] together.

Summary A simple problem, how to represent contour tones, led to ideas which

not only solved the problem of contours, but also solved a whole array
of problems related to tone. Since there is no reason to think that
there should be a special theory just for tone, a natural development
of these changes applied to tone was a general application of the
autosegmental idea to all of phonology. This resulted in sweeping
changes to the theory of phonology, and has resolved many earlier
problems in how to state rules in a constrained manner. This general-
ization of the results in one area to an entire subdiscipline is typical of

the progression of scientific theories.

Exercises

1 Lulubo

Note on tone marks: [V] = rising from L to M, [V] = falling from M to L, [V] =
rising from M to H and [¥] = falling from H to M. Give the underlying form of
the noun roots and whatever morphemes mark the four case forms in the
following data; briefly discuss what theoretically interesting property these
data illustrate.

Subject object  Unfocused object ~ Focused object  Proper name

&bi ande ebi andé ebi ands ébr ‘lion’
art andg art ande art ande art ‘bird’
ti andeti ande ti andeti ‘cow/
2 Holoholo

Verbs have an infinitive prefix or a subject marker, an optional negative prefix,
then an optional object pronoun, and lastly the verb stem. The stem is
composed of a root, a number of optional derivational suffixes, plus the
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morpheme -a which means ‘nonpast verb’ or -ile meaning ‘past! Consonant
mutation rules can be ignored (e.g. il — in), as well as some of the segmen-
tal allomorphs (kuhuulééna from /kuhuulilana/, or kumweend from /kumonila/).
What is important is tone and rules relating to vowel sequences. Assume a
principle of compensatory lengthening for the language where glide formation
and vowel fusion applying to an underlying V+V sequence lengthen the
vowel —/i+0/ becomes [yoo].

There are regularities regarding vowel length to consider. There are no sur-
face representations such as *[kuponka], with a short vowel followed by the
sequence nasal plus consonant, also no forms like *[kufyaka], with short
vowel after a glide. Furthermore, no words end in a long vowel.

The data are divided into conceptually related groups illustrating a particular
point such as a rule, a particular restriction on a rule, or the surface tone pattern
of words of a particular syllabic structure. It is important to integrate the
whole data set, and for example to relate kumondnd to see other' to kumond
%o see,’ and also to kulolana ‘to look at e.0,’ since kumondnd has morphemes
in common with both words.

kumonéd 'to see’ kusila ‘to forge’
kulola ‘to look at' kubula ‘to draw/’
kumonéna 'to see e.0! kusilila ‘to forge for'
kulolana ‘to look at e.o! kubulila ‘to draw for’
kusilildna ‘to forge for e.o! kubulilana ‘to draw for e.o!
kutegéléla to listen’ kutegélésya ‘to make listen’
kutegélélana ‘to listen to e.0! kusololana ‘to choose e.o!
kulya ‘to eat’ kuhya ‘to carry’
kuliila ‘to eat for' kuhiila ‘to carry for'
kubuusya ‘to ask’ kukwaata ‘to own'’
kubiiha 'to be bad’ kuhiita ‘to be black’
kutuuta ‘to hit’ kusyiika ‘to bury’
kubiika ‘to put’ kubiikilila ‘to put for'
kuliilila ‘to eat for sit. kukwaatana ‘to own e.o!
for s.t. else’
kusyiikana "to bury e.o! kutuutila ‘to hit for’
kwiita ‘to call’ kwiitdna ‘to call e.o!
kweema ‘to suffer’ kwaatfka ‘to split’
kweeléla ‘to clean up’ kweelélana ‘to clean e.o. up’
kwiihaga ‘to kill’ kwiihagana ‘to kill e.o!
kooja ‘to rest’ kuula ‘to buy’'
koogé ‘to wash’ koogéla ‘to wash for’
koogéléla ‘to wash for st. koogélélana ‘to wash for e.o!
for st. else’
kutoontd ‘to fill’ kutoontdména  ‘to be full’
kuloomba ‘to request’ kuloombéla ‘to request for’
kuloombéldna  ‘to request for e.o!  kusiindéla ‘to make disappear’
kusiingina 'to put across' kusiinginina ‘to put across for’
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Further reading
Clements and Hume 1995; Goldsmith 1990; Hayes 1986; Odden 1995.
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absolute neutralization
acoustics

affricate
allomorphs

allophone

alveolar ridge

alveopalatal

APA

approximant

archiphoneme

articulation
aspiration

assimilation
association lines

bilabial
blade

breathy

central

click

close

The elimination of an underlying phoneme in all contexts, so that is
always merges with some other phoneme.

The study of physical vibrations (sounds).

A stop with a homorganic fricative release.

Different surface realizations of a single morpheme, traditionally
only considering nonallophonic differences, e.g. the three variants of
the English plural [s], [z] and [-iz]

A contentually determined variant of a phoneme: the realization of a
phoneme in a specific environment, e.g. [k], [K", [K] [k™] in English
are allophones of the phoneme /k/.

The ridge between the back of the teeth and the hard palate.

A consonant produced by placing the tongue on the hard palate
behind the alveolar ridge.

Americanist Phonetic Alphabet (an unofficial name given to a partic-
ular set of transcription symbols).

A sound made with very little constriction, where articulators
approximate but do not touch, which produces no turbulence in the
airflow.

A theoretical segment which is only partially specified for phonetic
properties, omitting some properties such as voicing or nasality
which may be determined by rule.

The contact of two speech organs, such as the tongue tip and the
hard palate.

Noise produced by air rushing through the open glottis at the release
of a consonant.

Making segments be more similar along some dimension.

Lines which indicate that two autosegments are in an association
relation, thus are produced at the same time.

A sound produced with both lips.

The flat surface of the tongue, behind the tip and in front of the
root.

A sound produced with abducted vocal folds and a high rate of air-
flow through the glottis.

A vowel formed with the tongue horizontally positioned in the cen-
ter of the space for vowel articulation, between front and back (com-
pare mid for the vertical axis).

A stop consonant produced by creating a vacuum inside the mouth
with a raised back of the tongue and tongue tip or closed lips.
Employed in a limited number of African, especially Khoisan,
languages.

A higher variant of a vowel, as in mid-close [e] as opposed to mid-
open [g]. Comparable to tense; contrast open.
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compensatory
lengthening
complementary
distribution

complex wave
contour tone
contrast
coronalization
creaky

decibel

dental
determinant
diphthong
dissimilation
distinctive features
downstep
ejective
environment
epenthesis
flap

floating tone
focus

foot

formant

free variation

frequency
fricative

front

glide
glottis

hacek

The lengthening of a segment, caused by the deletion or desyllabifi-
cation of an adjacent segment.

Distribution of two or more sounds where the context in which one
sound appears is the complement of the contexts where the other
sounds appear.

A waveform built from more than one sine wave.

A tone produced by movement from one pitch level to another.

A property of pairs of sounds: two sounds contrast if they can form
the sole difference between different words in a language.

The change of a noncoronal sound (p, k) to a coronal sound (t, ¢),
usually in the environment of a front vowel or glide.

An irregular mode of vocal fold vibration where only the front por-
tion vibrates.

A logarithmic measure of sound power connection to the notion of
“loudness.” The decibel is the minimum difference in sound power
necessary for the average human to hear a difference

A consonant produced by contact with the teeth.

The segment in the environment which causes a phonological
change (also trigger).

A combination of two vocoids within the syllable nucleus.

Making two segments become less alike.

A set of phonetic properties, hypothesized to be universal and the
basis for all human language sounds.

A contrastive lowering of tone register, notated with a raised excla-
mation mark or down-arrow. See upstep.

A stop consonant produced by raising the larynx with the glottis con-
stricted, which creates pressure in the oral cavity.

The sounds preceding and following some other sound.

Insertion of a segment.

A consonant produced by rapidly striking one articulator with another.
Flaps are usually produced with the tongue.

A tone which is not associated with a segment.

In a rule, the segment which undergoes the change.

A prosodic, thythmic unit constructed on syllables.

An overtone caused by the resonance frequency of the vocal tract; a
frequency band where there is a concentration of acoustic energy.
A pair of pronunciations, either of which can be used: the choice is
not governed by grammatical factors.

Rate of repetition of a (semi-)periodic function.

A sound produced by forcing air through a narrow constriction,
which creates turbulence.

A vowel formed with the tongue horizontally positioned in front of
of the space for vowel articulation, closest to the mouth opening.

A vowel-like consonant produced with minimal constriction.

The opening in the larynx between the vocal folds, through which
air passes.

The diacritic symbol ~used to indicate rising tone on vowels and
alveopalatal articulation on consonants.
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hardening

Hertz
high

homorganic
implicational relation

implosive
IPA

labial
larynx

lax
lenition
lexicon
lingual
liquids

low

major class
manner of articulation

markedness

mid

minimal pair

mora

morpheme

morpheme structure
rules, conditions
morphophonemics
nasal

natural class

The change of a less constricted consonant to a more constricted one,
such as the change of a glide to a fricative or a stop.

The unit of frequency measure: 1 cycle per second.

Sounds produced with a raised tongue body. For vowels, [i, u] as con-
trasted with e, o].

Having the same place of articulation.

The relation where presence of one property in a language is a neces-
sary precondition for the presence of some other property.

A stop consonant formed by creating a vacuum within the mouth, by
constricting and lowering the larynx.

International Phonetic Association or International Phonetic
Alphabet.

A segment involving the lips as an articulator.

The cartilaginous structure that houses the vocal folds.

Vowel produced with a less deliberate, more central or lower articula-
tion. Comparable to open; contrast tense.

A change of a consonant to reduce the degree of constriction, e.g. the
change from a stop to a fricative or glide.

The collection of morphemes which must be memorized: a mental
dictionary.

Pertaining to the tongue.

Consonants of the type [r, 1].

Sounds produced with a lowered tongue: vowels like [a, @] and pha-
ryngeals [h, 9]

The set of features [sonorant], [syllabic|, [consonantal|, or their equiv-
alents.

Traditionally, the properties of a consonant other than the place of
articulation and its laryngeal properties.

An abstract property refering to the “unusualness” or difficulty of a
sound or process.

Vowel sounds such as [e, o] produced with the tongue around the
midpoint on the vertical axis: compare central which pertains to the
midpoint along the horizontal axis.

A pair of distinct words differing solely in the choice of a single seg-
ment.

A unit of prosodic weight, related to length: a long vowel has two
moras and a short vowel has one. The mora may be a property of
both a particular segment and an entire syllable.

The smallest unit of word-analysis, such as a root or affix. Supposedly
the smallest meaning-bearing unit, but not all morphemes have iden-
tifiable meanings.

Rules that state the nature of possible underlying forms of
morphemes.

Phonological alternations, especially nonallophonic changes.

A sound produced with air flowing through the nasal passages.

A set of segments defined by a particular combination of feature
specifications, which act as a group in phonological rules.
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neutral position

neutralization

obstruents
onset

open
palatal
palatalization
periodic
pharynx

phonation
phoneme

pitch
prenasalization
privative
prosody
resonance
retroflex
reversal of sound change
round
segment
semi-vowels
sine wave
spectrogram

spectrum

spontaneous voicing

The position which the tongue assumes prior to speaking, approxi-
mately that of [¢]. Used as the reference point to define relative move-
ments of the tongue.

Eliminating an underlying distinction between phonemes in some
context.

Nonsonorant consonants, such as stops and fricatives.

The consonants at the beginning of the syllable which precede the
vowel.

A lower variant of a vowel, as in mid-open [g] as opposed to mid-close
[e]. Comparable to lax; contrast close.

Referring to the hard or soft palate. As a primary articulation, a con-
sonant produced at the boundary between the hard and soft palate.
Either a secondary articulation made by superimposing a y-like artic-
ulation on a consonant, or a wholesale change of a consonant’s place
of articulation to alveopalatal (see coronalization).

A physical sound whose (approximate) pattern repeats.

The lower part of the throat.

The manner of vibration of the vocal folds (modal, breathy, creaky).
A mental integration of the different physical properties of the
sounds used in a language, abstracting away from specific phonetic
properties which are due to the context where the sound appears.
The percept of rate of vibration.

A sound produced with an initial interval of nasal airflow ~ often
treated as a homorganic cluster of nasal plus consonant.

A feature having only one value: either the feature is present, or not
present.

Properties “above” the segment which pertain to syllabification,
length, stress, and rhythm.

Periodic transfer of energy, in speech related to the size of a vocal
tract cavity.

Consonant articulation involving the tip of the tongue and the back
of the alveolar ridge or palate.

The historical loss of a phonological rule, which leads to the (partial)
restoration of earlier sounds - Yiddish and Ukrainian provide classic
examples.

A sound produced with protruded lips.

A mental division of the continuous stream of speech into significant
permutable units.

See glide.

A pure tone which is described by the sine function.

A continuous analytic display of acoustic properties of sound over
time, showing which frequencies are emphasized at each moment.
An analytic display of the amplitude of sound at all frequencies,
taken at a single point in time.

Passive vibration of the vocal folds which results from breathing, a
characteristic of sonorants. This is brought about by a particular posi-
tioning of the vocal folds combined with a relatively unconstricted
air passage.
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stop
stress

structural change
structure preserving
syllable

syllable peak
syncope

target
tense

tone
translaryngeal harmony

trigger
typology

underlying

upstep
uvular
velar
velarized

velum
vocal folds

vocal tract
vocoid

voicing

vowel harmony
waveform

weakening
weight

A sound where the flow of air is completely obstructed.

A form of prosodic prominence typically resulting in greater length
and higher pitch within the syllable.

That part of a rule which states in what way a given sound changes.
The property of rules that outputs are modified to preserve the
nature of underlying forms, especially in terms of what phonemes
exist in the language.

A unit of speech claimed to be relevant for the organization of words,
a grouping of consonants and vowels into a CyV;C, constituent.

The span within the syllable perceived as (capable of) bearing stress.
Deletion of a vowel in a medial syllable, especially in a fashion that
affects alternating syllables.

See focus.

Vowel produced with a more deliberate and higher. Comparable to
close; contrast lax.

A property based on the contrastive use of pitch.

Assimilation of vowels which applies only across laryngeal conso-
nants.

See determinant.

The parametric study of crosslinguistic variation in grammatical
structure.

Pertaining to the initial state in a phonological derivation; the
phonological facts holding of a word or morpheme before phonologi-
cal rules affect changes.

A contrastive raising of tone register, notated with a raised inverted
exclamation mark or an up-arrow. See downstep.

A consonant formed by constricting the back of the throat near the
uvula with the back of the tongue.

A consonant formed by bringing together the back of the tongue and
the soft palate.

A secondary articulation formed by approximating the back of the
tongue towards the soft palate.

The soft palate.

Two membranes in the larynx, whose vibration provides voicing and
most of the sound energy of speech.

The air passages above the glottis, including the oral tract and the
nasal passages.

A vowel-like sound with no major obstruction: the class of vowels and
glides.

The presence of vocal fold vibrations during the production of a
sound produces voicing.

An assimilation between vowels where one vowel takes on the prop-
erties of a neighboring vowel.

A display of the time-varying amplitude of sound pressure.

See lenition.

A property of syllables which may be divided into light and heavy syl-
lables: heavy syllables typically have a long vowel or diphthong, or
sometimes a short vowel plus consonant. See mora.
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low, 140
nasal, 145, 146
round, 140
sonorant, 137, 138-139
spread glottis, 146
stress, 147
strident, 142, 143
syllabic, 137-138, 140
tense, 141
voice, 146
flap, 31, 47-48
focus, 157
foot, 244, 246-247
free variation, 60-61
fricative, 27, 30-31

generality, 78, 100, 112, 150-151

glide, 25-26, 31, 138

glottis, 12, 29, 32, 136-137, 139

grammar, 2, 15, 59, 61, 71, 72, 104, 132, 258, 259

hardening, 240, 284

high, 21; see also features: high
historical change, 273-277, 287-292
homorganic, 30

implicational relation, 226
implosive, 32, 54-55, 146, 227; see also features: constricted
glottis

larynx, 12, 32, 33, 130

lax, 21, 35, 131, 141; see also features: tense
lenition, 239; see also weakening

lexicon, 44, 273

lingual, 28-29

liquids, 31, 53, 77, 138, 139, 228

low, 21, 35; see also features: low

major class, 27, 30-31, 137-140, 145-146
manner of articulation, 27, 40, 145
markedness, 226-228, 229-230

mid, 21, 35, 140, 240

minimal pair, 44, 47, 260

mora, 249

morpheme, 44, 48, 53, 69, 72-73, 75
morphology, 71-73

nasal, 23, 31, 34; see also features: nasal
natural class, 139, 150-154, 159, 164, 166, 302
neutral position, 136
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neutralization
absolute, 68, 75, 273
contextual, 273-274, 276-277

onset, 247
optional, 60-61
ordering, 100-121

palatal, 27, 29, 143-144

palatalization, 29, 101, 102, 113, 144-145, 238
phonation, 25

phoneme, 44-45, 47, 49, 132-133, 134, 154
phonetic detail, 14-16, 21, 36, 131-132

pitch, 23, 24-25, 147; see also tone

prediction (theoretical) 133-134
prenasalization, 31

privative, 329

prosody, 147, 244-250

resonance, 10, 27
retroflex, 28, 131, 142
reversal of sound change, 275-277, 304
round, 21, 50; see also features: round
rule
formulation, 155-160, 305, 326-328
natural, 226-255
possible, 156-157

segment, 14

sonorant, 31, 33; see also features: sonorant
sound (physical,mental) 17, 137
spontaneous voicing, 137-139

stop, 30; see also features: continuant

stress, 23, 249-250; see also features: stress
structural change, 157

structure preserving, 107

syllable, 33, 159

symbol, 2, 14-17

syncope, 121, 176, 190

target, 157
tone, 23-25, 33, 79-80, 147, 302, 321
tone

contour, 302-306

default, 317-319

floating, 310-317

melody, 310

preservation, 306-308

spreading, 304, 305, 318
transcription, 15-17, 19-37, 44, 131
translaryngeal harmony, 234

underlying, 45, 48, 51, 67-93
uvular, 27, 29

velar, 27, 29

velarized, 29, 144

velum, 23, 31, 137

vocal folds, 12, 24, 25, 29, 136-137
vocal tract, 4, 10, 12, 13

vocoid, 57

voicing, 32, 113; see also features: voice
vowel harmony, 112, 159, 172, 228, 234

weight, 249
word-relatedness, 272-273





